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Introduction

During the 1990’s, the competitive pressures and short product lifecycles 
have caused many manufacturing and retail companies to focus on supply 
chain management practices and applications. Along with the Internet-
driven e-Commerce, supply chain software companies became the darling 
of investors and supply chain practitioners. Indeed, more than any other 
three letter acronym initiatives such as MRP (Materials Requirements 
Planning), TQM (Total Quality Management), JIT (Just-In-Time), or CFM 
(Continuous Flow Manufacturing), Supply Chain Management (SCM) was 
a program which seemed to broaden the boundaries of business optimiza-
tion beyond the four walls of the companies, as it addressed cross-
organizational or even cross-company issues. 

More demanding and sophisticated customers expected customized 
products (e.g. computers, cars) and short delivery times. Customers’ buy-
ing decisions were often based on availability, not just on quality and price 
of the product alone. This created demand for more reliable, capacitated 
production planning and “available to promise” functionalities. Shorter 
product cycles not only changed the way products had to be manufactured, 
but also the way inventory (parts, sub-assemblies, and finished goods) had 
to be managed. Companies made big efforts to reduce their inventories, 
even with slogans such as “Zero Inventory”, which of course was a vision 
that could not be achieved. However, various intelligent methods of inven-
tory management were introduced to find optimal stock levels. 

Continuing shifts in the geopolitical situation (e.g. NAFTA, Extension 
of European Union) and emerging markets (e.g. Eastern Europe and 
China) opened new business opportunities and at the same time kept com-
panies busy revising their supply chain structures such as manufacturing 
locations, warehouse locations, inbound logistics, and distribution opera-
tions. This led to an increased demand in strategic supply chain planning 
tools such as supply chain simulators and location optimization tools. 

Furthermore, companies have understood that in order to be more com-
petitive, partners in a supply chain have to closely work together. How-
ever, mistrusts between partners have prevented them from adapting new 
available technologies to collaborate. Often the benefits of improved sup-
ply chain management practices have gone to the gorillas in the supply 
chain such as Wal-Mart and Dell, and much less to their smaller partners. 
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Indeed, competitive pressures of the 1900’s have only gotten exacer-
bated, with global competition further squeezing profit margins, and the 
uncertain worldwide political and economic conditions have made the 
supply chain risks that much worse. Companies need to be able to react to 
changes more quickly and are also seeking new ways of avoiding risks or 
sharing risks with their supply chain partners. 

As a result of the economic realities and understanding of supply chain 
management practices, many companies have introduced sound SCM prac-
tices and solutions (often referred to as APS or Advanced Planning and 
Scheduling). In addition most ERP (Enterprise Resource Planning) appli-
cations have now incorporated supply chain management functions and are 
becoming more mature, for example, SAP’s APO modules. With the adop-
tion of the Internet for businesses, some companies are successfully prac-
ticing collaboration over the Internet. With all these advances, yet, compa-
nies are looking for more differentiation to be competitive. 

New techniques and practices for highly efficient supply chain man-
agement are being made possible by the rapid progress in information and 
communication technologies, laying the foundation for a new wave of ap-
plications. As we experience daily, performances of computer systems are 
still increasing exponentially. This includes processor speed as well as 
memory size and bandwidth. This enormous progress makes applications 
possible that were unthinkable a few years ago. 

These advances are especially beneficial for quantitative models for de-
cision making. Operations research methods such as mathematical pro-
gramming, queuing and inventory theory, and stochastic optimization are 
receiving new attention in SCM applications, even though they had been in 
practice in other businesses for many years. 

On the ‘sell-side’, the move from printed price lists and catalogs to-
wards online price information communicated over the Internet has opened 
possibilities for more flexible pricing. With this, the manufacturing indus-
try is adopting practices that e.g. the travel industry (e.g. airlines) has been 
using already for many years. On the ‘buy-side’, electronic connectivity 
between manufacturers and their suppliers opens new ways for negotia-
tions and contract management. With new forms of more flexible con-
tracts, both manufacturers and their suppliers can better cope with the un-
certainties in demand, and its associated risks. Flexible contracts require 
new decision support systems that use stochastic versus purely determinis-
tic techniques. These techniques have been practiced in the financial mar-
kets or the energy markets and now are being adopted for SCM practices. 
In manufacturing, production planning was traditionally done under de-
terministic assumptions. But the constraints in demand and supply, the 
manufacturing and transportation times, and the availability of resources 
are often stochastic in their nature. New approaches to cope with uncer-
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tainty in production planning have been demonstrated. An example is im-
plosion technology that complements classical MRP bill-of-material ex-
plosion to take unforeseen material shortages into consideration. 

The Internet has become a communication medium that is accessible 
from practically anywhere in the world. It exceeds the possibilities of elec-
tronic data interchange (EDI) by far. For a short period of time, between 
1999 and 2001, this development was discussed with much hype under the 
notion of e-marketplaces. This idea which was driven by the dot.com hype 
was rather unproductive and therefore we avoid the term e-marketplaces. 
The fact is that the number of electronic transactions between companies is 
irresistibly increasing and the integration of processes and information are 
becoming more and more prevalent. During the past few years, companies 
have focused on integrating internal applications and business processes in 
order to reduce costs by automating many of the manual processes, includ-
ing those associated with supply chain. The same companies have also 
been integrating with their external partners, suppliers and customers; 
however, much of such integration still has been in the form of EDI or 
through extranets which require manual entries. With the advent of new 
Internet-based standards such as XML and web-services, these companies 
should be able to integrate the supply chain processes with the external 
partners more flexibly and automatically. Business process standards such 
as RosettaNet for the electronics industry or CIDX for the chemical indus-
try, in conjunction with the web-services technologies will also make part-
ner integration much less expensive and time consuming. Even as we write 
this introduction, these industry organizations are actively working on the 
standards with the explicit goal of reducing the supply chain process inte-
gration costs. 

With both increased computing power and connectivity, new applica-
tions come into reach, which extend the scope of decision making from 
single enterprise to multiple enterprises or even the entire supply chain 
network and which recognize the fact that decisions that have to be made 
within one enterprise cannot neglect the facts that are not controlled by 
themselves but are determined by the business environment such as chang-
ing demand, changing prices, or changing supply situations. Connectivity 
and the integration of business processes have laid the foundations for an 
increased visibility over the entire supply chain. Software technologies like 
portals, data warehouses, reporting systems, and on-line analytical process-
ing (OLAP) are providing the necessary information and visibility for the 
decision makers. The next step is to assist the decision maker to quickly 
and optimally respond to unexpected situations. Intelligent analytics can 
automatically determine the best decision alternative and predict its conse-
quence on the supply chain performance. We use the phrase “sense and re-



VIII      Introduction 

spond” to characterize such a supply chain management system that is able 
to respond quickly and optimally to unexpected situations. 

With the innovative practices and technologies described in this book, 
companies are able to reach a new level of excellence in managing their 
supply chains. We call this Supply Chain Management on Demand. Ac-
cording to IBM's definition, an On Demand Business is an enterprise 
whose business processes – integrated end-to-end across the company and 
with key partners, suppliers and customers – can respond with flexibility 
and speed to any customer demand, market opportunity or threat. An On 
Demand Supply Chain is a highly dynamic, adaptable business model  that 
integrates information and decisions across all participants in an extended 
enterprise. Supply Chain Management on Demand is radically changing 
the way an company thinks about its organization and processes. It is 
transforming the supply chain from a competitive necessity to a competi-
tive advantage.

In the remaining section of this introduction, we briefly review each of 
the chapters in this book. These chapters were written by supply chain re-
searchers, consultants, and supply chain practitioners who have not only 
developed the practices but have deployed these practices in various sup-
ply chains at IBM and other companies. They address some of the ad-
vances in supply chain management practices we discussed above. 

In Chapter 1, William Grey, Kaan Katircioglu, Dailun Shi, Sugato Bag-
chi, Guillermo Gallego, Mark Adelhelm, Dave Seybold and Stavros Ste-
fanis present a new approach for rationalizing supply chain investments. 
Traditional ROI analysis has a number of shortcomings. Projected supply 
chain benefits, such as reductions in inventory carrying costs or logistics 
expenses, are notoriously difficult to quantify. Putting too much emphasis 
on cost savings and revenue improvements often means neglecting metrics 
that support long-term strategic objectives. And traditional approaches 
rarely consider risk. The analytic tools developed by Grey et al. overcome 
these shortcomings. These tools form the basis for new risk and opportu-
nity assessments that consultants can use to help their clients make better 
and more intelligent decisions and extract greater value from their supply 
chain initiatives. 

In Chapter 2, Steve Buckley and Chae An discuss the value of simula-
tion in the context of analysis, planning and control of supply chains. Sup-
ply chain simulation complements other analytical techniques such as 
spreadsheets and mathematical optimization. A particular strength of simu-
lation is the ability to consider uncertainty that is found everywhere in the 
supply chain, for example in customer demand, lead times and supply 
availability. Although optimization under uncertainty is an important re-
search topic, few commercial supply chain optimization tools already sup-
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port it. As Buckley and An point out, supply chain simulation has become 
an easily accessible, easily usable and flexible technology to address a 
wide range of supply chain problems under uncertainty. 

Chapter 3, by Feng Cheng, Markus Ettl, Grace Lin and David Yao, fo-
cuses on inventory as one of the main cost drivers in supply chain man-
agement. Inventory costs, which include price protection, financing, inven-
tory write-downs (price erosion), and inventory write-offs (obsolescence) 
can have a tremendous impact on business performance. The complexity 
of today’s end-to-end supply chains makes it a serious challenge to deter-
mine where to hold safety stock in order to minimize inventory costs and 
to provide a committed level of service to the final customer. Cheng et al. 
describe the development of analytical models for the optimal placement 
of safety stocks in multi-echelon supply chains that are subject to forecast, 
lead time, and attach-rate uncertainty. They focus on applications in high 
technology supply chains. 

In Chapter 4, Aliza Heching and Ying Tat Leung describe how tradi-
tional pricing practices are changing in the era of e-business. They provide 
an overview of common pricing practices and the strategic and tactical 
pricing-related decisions faced by a seller of products. They describe key 
features offered by commercial pricing systems. Finally, Heching and 
Leung review some case studies which demonstrate the level of financial 
benefits that have been derived from implementation of price optimization 
systems. The case studies also serve to illustrate the typical first steps 
taken by businesses that wish to experiment with price optimization. 

In Chapter 5, Brenda Dietrich, Daniel Connors, Thomas Ervolina, J.P. 
Fasano, Robin Lougee-Heimer and Robert J. Wittrock give an example of 
how limitations of traditional manufacturing resource planning 
(MRP/MRP II) systems can be overcome by supplementary mathematical 
planning systems. MRP systems break down the finished goods demand 
into material requirements according to the BOM structure (material “ex-
plosion”). The assumption is that all materials – either produced in-house 
or ordered from suppliers – will be available when needed for production. 
This is rarely the case due to the uncertainties that are inherent in supply 
chains. Dietrich et al. have developed an “implosion technology” that takes 
into account materials shortages and solves the “resource allocation prob-
lem” to optimally determine which end products should be produced under 
the limited material availability. Successful deployments have shown that 
this technology can significantly reduce the cycle time of the planning 
process and increase manufacturing efficiency. 

In Chapter 6, Robert Guttman, Jayant Kalagnanam, Rakesh Mohan and 
Moninder Singh provide an overview of the various functions in sourcing 
and procurement. They provide a brief description of IT technologies and 
the mathematics that underlie these technologies, discuss the functionality 
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offered in current commercial platforms, and provide a roadmap of future 
useful features. 

In Chapter 7, Colin Kessinger and Heiko Pieper present a solution that 
incorporates risk and uncertainty into sourcing and procurement decisions. 
The solution is based on mathematical models that adapt and extend finan-
cial engineering techniques. As Kessinger and Pieper point out, a number 
of companies have already adopted this technology to proactively manage 
risk and flexibility in their supply chains. Their Supply Risk and Flexibil-
ity Management (SRFM) framework focuses on risk-adjusted sourcing 
costs, quantifying the performance of supply agreements (contracts) 
against a range forecast. A set of industry examples spanning the Automo-
tive, Consumer Packaged Goods and High-Tech sector demonstrate the 
use and benefits of this approach. 

In Chapter 8, Moritz Fleischmann, Jo van Nunen, Ben Gräve and Rainer 
Gapp review the field of reverse logistics. They discuss its opportunities 
and its challenges and indicate potential ways for companies to master 
them. They highlight what makes reverse logistics different from conven-
tional supply chain processes, but also point out many similarities. 
Fleischmann et al. review key results from academic literature and com-
plement them with illustrations of reverse logistics practice at IBM. 

In Chapter 9, Michel Draper and Alex Suanet give an overview of re-
cent developments in service parts logistics management. They make a 
comparison with traditional (finished product) supply chain management 
and describe the specifics in the service parts supply chain. The concepts 
are illustrated by examples. Draper and Suanet see rapid changes in the 
service logistics environment and include their vision on further develop-
ments in the near future. 

In Chapter 10, Santhosh Kumaran and Kumar Bhaskaran position busi-
ness process integration as one of the major enabling technologies for sup-
ply chain management. In today’s business environment, there is an in-
creasing demand for flexibility of IT solutions. In order to stay 
competitive, enterprises must be able to quickly respond to changing busi-
ness conditions. Business Process Integration and Management (BPIM) 
constitutes a set of technologies that serve as the foundation for creating 
flexible and agile supply chain solutions. The authors present a vision for 
future supply chain management systems, identify the technical challenges 
in realizing this vision, and outline a solution leveraging BPIM technolo-
gies.

In Chapter 11, Chris Nøkkentved gives an overview of collaboration in 
the supply chain. He explains the evolution from supply chains to e-supply 
networks, driven by the growing business usage of the Internet. He de-
scribes the new competitive landscape of e-supply networks and discusses 
new forms of inter-company relationships. Nøkkentved distinguishes col-
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laborative processes between manufacturers and customers, between 
manufacturers and suppliers, and between manufacturers and 3rd party lo-
gistics providers. He concludes his chapter with implementation considera-
tions.

In Chapter 12, Steve Buckley, Markus Ettl, Grace Lin and Ko-Yang 
Wang introduce the Sense-and-Respond paradigm for intelligent business 
performance management. Sense-and-Respond is a new customer-centered 
approach that provides real-time responsiveness necessary for organiza-
tions to proactively manage their supply chain. Buckley et al. describe a 
Sense and Respond Value Net Optimization framework that continuously 
recognizes and transforms events of business processes, generates and 
provides access to current business performance indicators, and immedi-
ately triggers appropriate actions across the entire enterprise and beyond. 
Two pilot applications of the Sense-and-Respond framework are pre-
sented.

Chae An and Hansjörg Fromm 
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1 Beyond ROI
1

William Grey, Kaan Katircioglu, Dailun Shi, Sugato Bagchi, 
Guillermo Gallego, Mark Adelhelm, Dave Seybold, and Stavros Stefanis  

Faced with heightened competition and a weak economy, companies are 
spending far more time developing business cases to justify their supply 
chain initiatives. Executives, consultants, software vendors, and project 
leaders alike have turned to return on investment (ROI) analysis as their 
tool of choice. But is this newfound interest in financial analysis paying 
off? Or is it just creating more confusion and sometimes driving poor in-
vestment choices? When it comes to analyzing supply chain initiatives, 
ROI analysis often falls short.  

IBM Research, in collaboration with IBM Global Services, has devel-
oped a new approach for rationalizing supply chain investments. By taking 
ROI to the next level, it helps you make better decisions and extract 
greater value from your supply chain.   

1.1 Where ROI Falls Short 

When properly applied, ROI analysis is a powerful tool. And greater man-
agement attention to quantifying business impact certainly leads to more 
intelligent supply chain investments. However, ROI analysis is especially 
difficult to apply when analyzing supply chain improvements. Projected 
supply chain benefits, such as reductions in inventory carrying costs or lo-
gistics expenses, are notoriously difficult to quantify. Although the “hard” 
benefits reported in a typical ROI analysis may appear authoritative, they 
often rely heavily on assumptions about the impact of anticipated opera-
tional improvements.  In many cases, these assumptions represent little 

                                                     
1  Reprinted with permission of Supply Chain Management Review, Copyright 

2003, Reed Business Information. 
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more than educated guesswork by individuals who won’t actually be called 
on to deliver the improvements.  

Another potential difficulty with traditional ROI analysis is that it 
doesn’t consider interactions between supply chain initiatives. Firms typi-
cally have a portfolio of supply chain projects that they plan to deploy. 
Since these projects frequently have overlapping benefits, analyzing each 
project independently can lead to double counting. It may also ignore syn-
ergies between initiatives with interdependencies that make them more
valuable when they are deployed together. Furthermore, unless a consistent 
framework is used to quantify the supply chain benefits of different pro-
jects, comparisons will not be valid. 

The strength of ROI – its unerring focus on a narrow set of financial 
benefits – can also be a weakness.  By placing too much emphasis on the 
cost savings or revenue improvements associated with a supply chain in-
vestment, companies may neglect other metrics that are also critical to 
business success. This encourages investments in initiatives that generate 
short-term gains, without helping the company achieve its long-term stra-
tegic objectives. 

Another shortcoming of traditional ROI analysis is that it often doesn’t 
adequately address risk. Initiatives may be delayed, or may not deliver 
their anticipated value. Projected benefits are sometimes sensitive to as-
sumptions about the external business and economic environment. Initia-
tives that perform well in a strong market may deliver only limited value if 
economic conditions deteriorate. Other initiatives that position a company 
to take advantage of new market opportunities may show few tangible 
benefits when analyzed using static ROI analysis.

ROI analysis tends to be reactive, rather than proactive. Detailed busi-
ness cases are usually created late in the game – after potential supply 
chain initiatives have received internal sponsorship and support. Instead of 
designing initiatives to improve their business, decision-makers find them-
selves designing business cases to justify their initiatives. By failing to act 
early, executives miss an opportunity to reshape or redirect their initia-
tives’ scope or focus in ways that would increase business impact.  

1.2 ROI is dead. Long live ROI … 

Despite its shortcomings, ROI analysis can and does provide a solid basis 
for analyzing business value. However, organizations often fail to exploit 
its full potential. By carefully rethinking your approach to the ROI process, 
you can transform ROI into a far more effective decision-support tool. To 
help you do this, we recommend six concrete steps you can take to extract 
additional value from your supply chain investments:  
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• Go deeper. Analyze the causes of supply chain value, not just the ef-
fects.

• Quantify the impact. Build a richer model to evaluate the link between 
supply chain performance and business value. 

• Be consistent. Develop a common, consistent framework for compar-
ing and evaluating initiatives. 

• Don’t just follow the money. Consider management objectives that go 
beyond immediate financial benefits, and focus on strategic intent. 

• Consider risk. Understand each initiative’s likelihood of success, and 
how it helps your supply chain adapt and respond to changes in your 
business environment. 

• Put ROI to work. Don’t just use financial analysis to defend your ini-
tiatives. Instead, use it to define your supply chain strategy, and to fo-
cus and manage your supply chain efforts. 

Properly applied, these steps can help you make better investment deci-
sions, thus improving the performance of your supply chain.  

1.2.1 Action 1: Analyze Supply Chain Value Drivers 

Traditional ROI analysis works well when quantifying the benefits of a 
supply chain initiative that has a direct impact on financial performance. 
This would be the case, for example, for an initiative focused exclusively 
on cutting costs through headcount reductions.

In practice, though, supply chain initiatives usually deliver much of their 
business value by improving operational performance. Such improve-
ments ultimately translate into better financial performance. However, es-
timating how much they improve financial performance requires going be-
yond traditional ROI.

Consider, for example, the case of a hypothetical personal computer 
manufacturer considering a major redesign of its supply chain. The com-
pany’s management was evaluating a number of initiatives, including de-
mand planning, supply network planning, and order fulfillment manage-
ment solutions.

The first initiative being evaluated was the demand planning solution. 
By automating the planning process, it would lead to a small cut in head-
count. But the real payoff was expected to come from significant reduc-
tions in Finished Goods Inventory. The company’s management team was 
comfortable estimating savings from headcount reductions. But how much 
would inventory really come down? Without a credible mechanism for 
evaluating the financial impact of operational improvements, management 
would be forced to resort to educated guesswork.  



4      1  Beyond ROI 

The first step in quantifying the impact of the demand planning solution 
is to understand how it affects the company’s supply chain value drivers.
By our definition, a supply chain value driver is an operational metric that 
passes two important tests. First, it must be directly affected by a supply 
chain solution or initiative. Second, the metric must have an impact – al-
beit an indirect one – on at least one of the firm’s Key Performance Indica-
tors (KPIs). Think of a supply chain value driver as a “lever” that an initia-
tive can turn to impact business performance.

The proposed demand planning solution affects a number of supply 
chain value drivers, including demand planning cycle time and forecast ac-
curacy (see Fig. 1.1)  These supply chain value drivers (and the others 
shown in the figure) ultimately impact one of the firm’s KPIs – in this case 
Finished Goods Inventory. For example, shorter planning cycle times 
make a business more responsive to variability in customer demand, reduc-
ing the need for inventory. And more accurate demand forecasts make it 
easier to effectively match production to customer demand, also resulting 
in less inventory.

Fig. 1.1. Inventory Value Drives 

Since the impact of an initiative on supply chain value drivers is rela-
tively easy to estimate, value drivers provide a solid basis for assessing 
business impact.  The management team evaluating the demand planning 
solution was having a difficult time determining how much the initiative 
would affect inventory levels. However, they were reasonably certain of its 
impact on key value drivers: The initiative would cut weekly demand 
planning cycle times in half, and increase forecast accuracy by about 10 
percent.
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1.2.2 Action 2: Quantify Value Driver Impact 

Of course, understanding the relationships between supply chain value 
drivers and financial performance is only half the story. The next step is 
quantifying these relationships. There are a number of ways to accomplish 
this, including interviews with subject matter experts, analysis of historical 
data, pilot projects, and mathematical modeling. 

The simplest approach is to interview subject matter experts and solicit 
their estimates of how much a change in a value driver, such as forecast 
accuracy, would affect inventory levels. Although this approach involves 
more art than science, it still increases the accuracy of the ROI analysis.  

An even more effective approach is to analyze historical data. By com-
paring historical changes in value drivers such as forecast accuracy with 
changes in financial metrics like inventory levels, a clearer picture of the 
quantitative relationship between the two begins to emerge.

One frequent problem with this approach is the difficulty of finding ac-
curate data. Even if data is available, analyzing it can be tricky. Many fac-
tors besides forecast accuracy affect inventory levels, and it may be diffi-
cult to determine their relative contributions. If a firm’s operating 
environment changes, old relationships may no longer be valid.  

Techniques such as multiple regression analysis can be used to assess 
the impact of supply chain value drivers, such as forecast accuracy, on in-
ventory performance while controlling for other variables. If benchmark-
ing data is available, it can be analyzed in a similar fashion. However, 
many companies are skeptical of using benchmarking data, because they 
believe that it may not reflect the unique characteristics of their business. 

An excellent way to quantify the relationship between value drivers and 
financial metrics is to use data collected during a pilot project. A pilot is a 
project of limited scope, designed to probe the potential of a major initia-
tive before committing to its deployment. Pilots can be carefully controlled 
and monitored, so data availability is usually not a problem. Because a 
typical pilot impacts only a few value drivers and financial metrics, analy-
sis of the pilot results is comparatively straightforward. Results from the 
pilot also reflect current operating conditions. Despite the benefits, in 
many cases it is not feasible to perform a pilot, because it may introduce 
additional costs or unacceptable delays. 

Finally, the impact of supply chain drivers can be quantified using 
mathematical models. For example, IBM has created its own proprietary 
model, which it has used successfully for evaluating supply chain initia-
tives.  This approach has a number of distinct advantages. Once a model 
has been built and validated, it can be broadly applied to different situa-
tions, even if they have not been encountered in the past. Complex interac-
tions between supply chain value drivers and financial metrics are often 
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difficult to estimate empirically; without using a mathematical model it 
may not be possible to effectively capture such interactions. Over the last 
several decades, a broad range of supply chain issues have been addressed 
in management science and operations research. Practitioners have devel-
oped a number of stochastic quantitative models that can be applied to es-
timate the impact of many supply chain value drivers on certain key finan-
cial metrics. In addition, techniques such as Monte Carlo simulation and 
discrete event simulation can provide further insights into the link between 
operational changes and financial performance (see section 1.4: Supply 
Chain Value Modeling at IBM). 

To illustrate this approach, we used a mathematical model to analyze the 
impact of several key supply chain value drivers on a number of financial 
and operational metrics (see Figure 1.2). The figure shows the impact of 
each value driver on one of these metrics – finished goods inventory. For 
the drivers analyzed here, inventory was most sensitive to changes in fore-
cast error, supply lead time, production planning cycle time, and master 
planning cycle time. Sensitivity was measured as the inventory improve-
ment caused by a unit change in the value driver. For example, the figure 
shows that a one-day reduction in supply lead time would result in about a 
three million dollar inventory improvement. 

Fig. 1.2. Financial and Operational Impact of Key Value Drives 

1.2.3 Action 3: Use a Common Framework 

Typically when organizations evaluate a portfolio of supply chain initia-
tives, they create a separate business case for each initiative. Each business 
case has a unique set of assumptions about how its initiative will affect fi-
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nancial performance. Initiatives are analyzed independently, with no con-
sideration of how interactions between initiatives affect performance.

One of the biggest advantages of quantifying impact at the value driver 
level is that it provides a common basis for evaluating multiple supply 
chain initiatives. Instead of being viewed in isolation, these projects can 
be analyzed as a portfolio. A single model is used to evaluate each initia-
tive. The model uses a common set of assumptions about the impact of 
supply chain value drivers on financial performance. This helps create a 
level playing field for comparing initiatives. It also provides a framework 
for using more sophisticated techniques to analyze initiative interactions, 
such as synergies and diminishing returns. (See section 1.5: Understanding 
Value Driver Interactions). 

To illustrate this approach, we present a simplified example of how it 
could be applied to estimate the business impact of a set of initiatives. Al-
though our example focuses on calculating inventory impact, in practice 
other measures of financial performance would be considered as well.  

The process begins by estimating the impact of each initiative on key 
supply chain value drivers (see Fig. 1.3, which shows a table with the out-
put of this step for the hypothetical personal computer manufacturer). The 
first column in the table has a list of supply chain value drivers. The next 
three columns show how each initiative is expected to affect each value 
driver.

Fig. 1.3. Impact of Solutions on Key Value Drivers 

The proposed demand planning solution supports collaborative forecast-
ing and planning with customers. It is thus expected to improve forecast 
accuracy and enable the company to move from weekly to bi-weekly plan-
ning for a number of key processes. These expected improvements are en-
tered in the column labeled “demand planning solution.” As shown in the 
table, the solution is expected to cut each of these planning cycle times by 
three and half days, and reduce forecast error by 10%. 
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Similar entries are made for the other two solutions. Supply network 
planning is expected to reduce procurement planning cycle times from a 
month to a week and enable the company to perform daily production 
scheduling. It would also dramatically shrink supply lead times and cut 
costs for expediting component shipments. Order fulfillment management 
would help the company increase the speed and accuracy of its order proc-
essing, shipping, and invoicing processes.  

The inventory impact of each solution can now be calculated. To make 
this easier, we included a column in the table showing the impact of each 
value driver on finished goods inventory. (Note that this is the same infor-
mation that was shown graphically in Fig. 1.2.)  

According to the table in Fig. 1.3, the demand network planning solu-
tion is expected to reduce master planning cycle time by three and a half 
days. For each day the company reduces master planning cycle time, it is 
projected to cut inventory by about $1.9 million. By taking the product of 
these numbers, we estimate that master planning cycle time reductions 
would reduce inventory by $6.65 million. ($1.9 million times 3.5.)  

Of course other value drivers, such as procurement planning cycle times 
and production planning cycle times would be expected to provide addi-
tional inventory benefits. And this simple calculation ignores issues like 
diminishing returns and synergies. More sophisticated modeling tech-
niques, however, can be used to analyze these complex value driver inter-
actions.

Fig. 1.4 shows model outputs reporting the annual financial benefit of 
each solution, after accounting for the impact of multiple drivers and value 
driver interactions. Supply network planning has by far the greatest im-
pact, followed by demand planning. Order fulfillment management is a 
distant third. For all solutions, the most significant savings were associated 
with Inventory reductions. These included savings in inventory carrying 
costs and a reduction in write-downs for inventory obsolescence and price 
declines.

1.2.4 Action 4: Link ROI to Business Strategy 

One shortcoming of traditional ROI is that it places too much emphasis on 
a narrow set of financial benefits. This encourages investments in supply 
chain initiatives that generate short-term gains but fail to cultivate the key 
resources and capabilities needed to achieve long-term strategic objectives.

To overcome ROI’s myopic focus, extend your analysis to consider a 
broader set of metrics. This can be done formally, by linking the analysis 
directly to a balanced scorecard that includes both financial and non-
financial metrics. Or it can be done informally, by identifying a set of KPIs 
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considered critical to business success. The financial benefits reported in a 
traditional ROI analysis can then be extended to include these additional 
KPIs. Not all balanced scorecard metrics can be readily quantified, of 
course. However, including those that can improves decision making by 
providing a clearer view of business impact. 

Fig. 1.4. Financial Impact 

The hypothetical personal computer manufacturer tracked a number of 
KPIs, including net income, inventory turnover, and on-time delivery. All 
three measures were an integral part of the firm’s balanced scorecard: net 
income as a financial metric, inventory turnover as a measure of the effec-
tiveness of internal business processes, and on-time delivery to assess per-
formance from a customer perspective.  

Net income was already reported as part of the firm’s ROI process. 
However, inventory turnover and on-time delivery were not. To calculate 
these additional balanced scorecard measures, follow an approach similar 
to value-driver analysis.  

The first step is to analyze the relationships between the additional KPIs 
and the financial and operational metrics quantified earlier (see Fig. 1.5). 
In some cases, these relationships are simply accounting identities.2 For 
example, inventory turnover is the ratio of cost of goods sold (COGS) to 
inventory.3 In other cases, supply chain value drivers need to be analyzed 

                                                     
2  For a good treatment of accounting ratios, see: Stickney (1998). 
3  Strictly speaking, inventory turnover is usually defined as cost of goods sold 

divided by average inventories. 
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as well. For example, on-time delivery performance depends on the bal-
ance between finished goods inventory levels and end-to-end supply chain 
cycle time. Companies with long end-to-end cycle times are less respon-
sive to shifts in customer demand and can only achieve high on-time de-
livery performance by holding additional inventory. More responsive firms 
can hold less inventory without sacrificing delivery performance. 

Fig. 1.5. Linking ROI to Strategic Metrics 

The next step is to quantify the relationships. For accounting ratios such 
as inventory turnover, this just requires a simple calculation. More sophis-
ticated analysis is needed to quantify complex interactions – such as the re-
lationship between inventory, supply chain responsiveness, and on-time 
delivery. Again this can be addressed in a number of ways, including in-
terviews with subject matter experts, historical analysis, and mathematical 
modeling.

Analyzing a broad set of strategic metrics can provide additional in-
sights that improve decision making. To illustrate this, we calculated the 
impact of each solution on a number of the personal computer manufac-
turer’s balanced scorecard metrics (see Fig. 1.6).  

When viewed through a purely financial lens, supply network planning 
is by far the most attractive solution (see Fig. 1.4). Its impact – in terms of 
the narrow measure of financial return reported in a typical ROI analysis – 
was over twice that of the order fulfillment management solution.

However, when viewed from a strategic perspective, a different story 
emerges. Order fulfillment management looks much stronger. Because of 
its impact on accounts receivables, the solution significantly improves on-
time delivery, an important contributor to customer satisfaction. It also af-



1.2  ROI is dead. Long live ROI …      11 

fects multiple financial metrics, including shareholder value added, cash-
to-cash cycle time, and days receivables outstanding. Of the three solu-
tions, it has the broadest and most significant impact on the firm’s bal-
anced scorecard. Strategically, order fulfillment management appears to be 
a more compelling choice. 

Fig. 1.6. Impact of Solutions on Strategic Metrics 

1.2.5 Action 5: Consider the Risks 

Traditional ROI analysis often fails to adequately address risk. For supply 
chain initiatives, risks can be grouped into two broad categories: imple-
mentation risks and business risks. Implementation risks include project 
delays, cost overruns, and outright project cancellations. Business risks are 
changes in the business or operating environment that either render an ini-
tiative obsolete or impair its ability to deliver business value. 

The first step in analyzing implementation risk is to develop a qualita-
tive understanding of the levels of risk associated with different initiatives. 
In general, initiatives with broader scope and greater complexity have 
higher risk. For IT projects, the maturity of the technology also affects 
risk. For example, it is generally less risky to implement packaged soft-
ware than to develop a custom application. Projects can be ranked accord-
ing to their perceived level of risk. Decision makers can assign a higher 
hurdle rate to projects with greater risk or insist on a more rapid payback 
(Hubbard 1998).  

To gain a better understanding of business risks, begin by asking your-
self what can go wrong. Then consider how changes in the business envi-
ronment will affect results. Will the solution still deliver its anticipated 
benefits even if business conditions deteriorate? What potential problems 
will emerge if conditions suddenly improve?  
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When assessing risk, don’t forget to consider the upside. With supply 
chain investments, you are often paying for increased efficiency, flexibil-
ity, and responsiveness. Increased speed and flexibility creates opportuni-
ties to gain market share if industry conditions unexpectedly improve. And 
initiatives intended to improve supply chain efficiency may provide a 
valuable safety net during an industry downturn.  

Scenario analysis works well for quantifying how different initiatives 
respond to risk – both on the upside and the downside. Scenario analysis 
begins by defining a set of “what-if” scenarios that correspond to risky fu-
ture states of the world. Each scenario modifies key assumptions of the 
original business case to reflect changing operational, business or eco-
nomic conditions. A new business case is generated for each scenario, 
which is then compared with the original. Companies can develop a com-
mon set of risk scenarios and then use them to test each initiative being 
evaluated.

To show the insights that can be gained by assessing risk, we used sce-
nario analysis to test how two solutions being considered by the personal 
computer manufacturer – demand planning and order fulfillment manage-
ment -- would perform under different business conditions. We considered 
two scenarios. In the soft demand case, we assumed that a tough business 
climate caused a sudden decline in unit sales, accompanied by pricing 
pressure. In the strong demand case, we assumed that improving economic 
conditions increased unit sales and firmed up pricing.  

Notice how differently business risk affects the two solutions (see Fig. 
1.7). When demand is soft, the demand planning solution actually per-
forms better. By improving forecast accuracy and responsiveness, the solu-
tion enables the company to more rapidly adjust its inventories to match 
lower levels of customer demand. When compared to its performance in 
the base case, it delivers an additional two million dollars in annual bene-
fits. Order fulfillment management, on the other hand, performs worse in a 
down market. Although the solution improves order management execu-
tion by increasing the speed and accuracy of order management processes, 
it does nothing to improve supply chain responsiveness. When demand 
drops, it provides no protection against a build-up of excess inventory. 

The results are similar when demand rises unexpectedly. The demand 
planning solution enables the personal computer manufacturer to perform 
more effective inventory planning, thus reducing lost sales due to inven-
tory stock-outs. Although order fulfillment management improves execu-
tion, it can’t prevent an increase in lost sales. 

In the previous section, we found that the Order fulfillment management 
solution had a significant impact on a broad set of KPIs. However, in the 
highly volatile personal computer industry, the Demand Planning Solution 
does better at reducing risk. 
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Fig. 1.7. Risk Analysis: Change in Net Benefit under Different Business Condi-
tions 

1.2.6 Action 6: Put ROI to Work 

Most supply chain organizations take a just-in-time approach to ROI. They 
dust off the spreadsheets and crank the numbers when the time comes to 
develop a financial justification. Once a project has been approved, finan-
cial analysis becomes a thing of the past. However, the focus on business 
value should not begin and end with the business case. Once you have de-
veloped an effective and consistent framework for analyzing business im-
pact, there are a number of ways you can use it to improve decision mak-
ing.

First, begin to apply financial analysis earlier, before you have devel-
oped your supply chain strategy. You can eliminate much of the guess-
work from the strategy process by identifying the supply chain value driv-
ers with the greatest impact on your company’s business objectives and 
using this knowledge to specifically target initiatives that impact these 
drivers. Mathematical models are particularly effective at this stage be-
cause they can be used as a diagnostic tool to analyze the unique character-
istics of your business and then to pinpoint opportunities for improvement. 
Mathematical models also make it easy to rapidly analyze and test multiple 
options using what-if analysis.  

Financial analysis can also play an important role during project devel-
opment and rollout. An analysis of the project’s potential business impact 
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can help you make more intelligent choices when defining project scope 
and functionality. By understanding how interactions between initiatives 
affect business performance, you can do a better job at sequencing and pri-
oritizing the rollout of your initiatives. Additional analysis can also help 
identify opportunities to redefine and redirect your supply chain efforts 
when business conditions change or project schedules start to shift.  

Finally, our framework can help monitor the performance of initiatives 
after they have been deployed. Assessing the performance of an initiative 
by monitoring its performance against financial objectives is often a chal-
lenge. Because so many factors can affect financial measurements, they of-
ten behave like a moving target. This can make it difficult to judge how 
well a project is meeting its objectives.  

This problem can be addressed by using supply chain value drivers – 
rather than financial metrics – as performance benchmarks. Because initia-
tives act directly on value drivers, their performance can be more easily 
measured. It thus becomes easier to tell whether a project is actually deliv-
ering value. The result: less finger pointing, and more accountability.  

1.3 Making it Happen 

The transition to an integrated process for managing your portfolio of sup-
ply chain initiatives will not take place overnight. To ease the transition, 
we suggest you begin with an incremental approach. Start by analyzing a 
single project. This gives you an opportunity to learn more about your 
supply chain value drivers and to quantify their impact. It also enables you 
to begin developing an integrated framework for analyzing performance 
and risk.

To ensure success, choose your first project carefully. This initial pro-
ject should be highly visible and ideally have CEO sponsorship. As part of 
the project’s budget, funds should be specifically allocated to develop the 
framework. Make sure that the CFO supports the effort and gets his staff 
involved.  

Once you have begun to develop the framework, build on it. As new ini-
tiatives are conceived, evaluate them using the framework. Begin to con-
sider interactions between new initiatives and projects that are already un-
derway. Eventually, you can use the framework to guide the design, 
timing, and scale of all new initiatives. 

Most companies base their supply chain decisions on past trends and 
experience. As a result, they often find themselves fighting last year’s bat-
tle, only to fall further behind their best-in-class competitors. Making the 
right decisions requires a deeper understanding of how changes in your 
supply chain impact business performance. By using a consistent tech-
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nique for selecting and managing your supply chain initiatives, you can 
make the hard investment choices while still investing to stay ahead of the 
competition.

1.4 Supply Chain Value Modeling at IBM

Over the last year, IBM Research has been working closely with IBM 
Business Consulting Services to develop analytic tools to quantify the 
business value associated with Supply Chain initiatives. These tools form 
the basis for a new risk and opportunity assessment that IBM is using to 
help its clients evaluate supply chain initiatives. This work has been ap-
plied in a number of industries, including Automotive and Electronics, and 
for a number of applications, including complex manufacturing and distri-
bution.

The model’s analytic approach is based on two key streams of applied 
research. The first is an IBM Research effort that utilizes Management 
Science and Operations Research modeling techniques to develop a deeper 
understanding of the impact of operational drivers on an enterprise’s oper-
ating performance. The second is a cross-disciplinary IBM Research effort 
that integrates tools and techniques from the domains of Finance and Sup-
ply Chain Management to improve overall business performance. These 
two streams of research have been applied to improve financial and operat-
ing performance at a number of IBM divisions, including IBM’s Server, 
Personal Computer, Microelectronics, and Storage business units (Lin et a. 
2000).

The model estimates the impact of factors such as demand variability, 
supply delays and production cycle times on metrics such as inventory and 
customer service. This is accomplished using stochastic quantitative mod-
els to quantify the link between changes in physical, temporal and infor-
mational flows and financial and operational performance.  

Supply chain processes modeled in detail include planning, procure-
ment, production, and order management. These processes affect value 
chain performance by introducing delays, variability, and constraints into 
the system. Delays make the enterprise less responsive to changes in the 
external business environment. Variability influences the consistency of 
value chain performance, making it harder to meet customer service tar-
gets. Constraints, such as limited production capacity, affect the magnitude 
of the enterprise’s response to change.
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1.5 Understanding Value Driver Interactions 

When evaluating initiatives that touch on related supply chain value driv-
ers, it is important to consider diminishing returns and synergies. Theoreti-
cal models can be especially useful for untangling these and other complex 
value driver interactions. 

Diminishing returns occur when benefits taper off with increasing im-
provements to a supply chain value driver. For example, when forecast ac-
curacy is extremely poor, a small forecasting improvement has a big in-
ventory impact. However, when forecast accuracy is high to begin with, a 
similar change results in a much smaller improvement.  

For value chain drivers with diminishing returns, organizations realize 
the greatest impact by attacking metrics with the poorest performance. It is 
important to consider diminishing returns when an initiative has a major 
impact on a value driver, or when multiple initiatives affect the same 
driver.

Synergies are another important interaction effect. Synergies occur 
when the combined impact of a group of value drivers working together is 
greater than the total impact of each working separately. Understanding 
value driver synergies helps management deliver additional value by tar-
geting initiatives that work especially well together. 
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2 Supply Chain Simulation 

Steve Buckley and Chae An 

2.1 Introduction

Analysis, planning and control of a supply chain calls for a combination of 
spreadsheet, optimization and simulation models.  Spreadsheet analysis is 
by far the most popular form of supply chain modeling due to its accessi-
bility, ease of use and flexibility. However, spreadsheets are fairly limited 
in modeling power, with a few notable exceptions (Katircioglu et al. 
2002).  Optimization technology such as linear or mixed integer program-
ming is a great way to solve well-defined mathematical problems such as 
supply network planning and inventory optimization (Ettl et al. 2000). But 
optimization models are rigidly structured and often based on simplifying 
assumptions  to make the problem fit the mathematical format required by 
the underlying solver.  Another issue that often limits the utility of optimi-
zation is uncertainty.  Uncertainty abounds in supply chains – for example 
in customer demand, lead times and supply availability.  Although optimi-
zation under uncertainty is a popular research topic, few commercial sup-
ply chain optimization tools support uncertainty models. 

Simulation is a popular alternative to optimization for supply chain 
analysis.  Simulation models are not restricted by rigid mathematical struc-
tures.  Almost any supply chain issue can be coded as a simulation object 
with a set of parameterized behaviors.  Individual components of a supply 
chain can be modeled separately and then combined into one large simula-
tion model to represent the overall system.  With simulation it is relatively 
easy to incorporate uncertainty, by generating random numbers for uncer-
tain parameters during simulation runs.  Multiple iterations are required to 
understand the results of uncertainty. 

To be fair, it should be noted that simulation is an evaluative technique 
and does not automatically produce an optimal solution, unless simulation 
runs are controlled by an external search loop using an approach like De-
sign of Experiments (Ermakov and Melas 1995). Moreover, supply chain 
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simulations tend to be numerically intensive and sometimes take a long 
time to execute. Multiple iterations significantly increase the simulation 
runtime, as do external search loops such as Design of Experiments. 

2.1.1 Comparison to Business Process Simulation 

Off-the-shelf business process simulation tools have been readily available 
for about ten years. The popular commercial tools include ARIS 
(www.ids-scheer.com), Extend (www.imaginethatinc.com) and WBI 
Modeler (www.ibm.com/software/integration/wbimodeler). These simula-
tors support general-purpose modeling of business activities but typically 
do not support detailed supply chain data structures such as demand fore-
casts and bills of material; supply chain algorithms such as production 
planning, forecasting and replenishment; or supply chain policies like 
build-to-plan and build-to-order. Cycle times and resource usage are the 
primary outputs of business process simulations. While supply chain simu-
lations are also concerned with these generic outputs, they are also focused 
on more specific metrics like inventory and customer service. There is a 
saying in supply chain circles that any mistake will lead to excess inven-
tory and lower customer service. Calculating inventory and customer ser-
vice requires detailed numerical data structures, algorithms and policies 
that are not found in general-purpose business process models. 

If business process simulation tools were truly extensible, they would 
make it possible for supply chain developers to create and share libraries 
of supply chain data structures, algorithms and policies.  In some cases, 
modelers have built upon business process simulation tools to analyze de-
tailed supply chain issues, albeit for onetime analyses (Feigin et al. 1996). 

2.2 Simulation Modeling Requirements 

In this section, we discuss the modeling requirements necessary for accu-
rately analyzing supply chain issues through simulation technology. These 
requirements are derived from a large number of supply chain modeling 
studies that researchers at IBM have performed during the past ten years. 
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Plan
P1 Plan Supply Chain 
P2 Plan Source 
P3 Plan Make 
P4 Plan Return 

Source
S1 Source Stocked Product 
S2 Source Make-to-Order Product 
S3 Source Engineer-to-Order Product 

Make
M1 Make-to-Stock 
M2 Make-to-Order 
M3 Engineer-to-Order 

Deliver
D1 Deliver Stocked Product 
D2 Deliver Make-to-Order Product 
D3 Deliver Engineer-to-Order Product 

Source Return
R1 Return Defective Product 
R2 Return MRO Product 
R3 Return Excess Product 

Deliver Return
R1 Return Defective Product 
R2 Return MRO Product 
R3 Return Excess Product 

Fig. 2.1. Fundamental management processes in the Supply-Chain Council’s 
SCOR-model

2.2.1 Data

As mentioned in the previous section, general-purpose business process 
simulation tools typically do not support detailed supply chain data struc-
tures.  Here are some examples of data structures that are often critical to 
supply chain modeling: 

• Product definitions
• Bills of Material (BOMs) for product assembly 
• Customer Demand for products 
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• Customer Classes describing customer service requirements for dif-
ferent types of users 

• Demand Forecasts predicting customer demand over future time pe-
riods

• Initial Inventory levels for products at a location 
• Storage Space definitions including storage size and associated costs 
• Reorder Points for maintaining stock levels 
• Lot Sizes for inventory replenishment 
• Supply Constraints limiting the number of products available from an 

external supplier over a period of time 
• Locations of customers, distribution centers and manufacturing sites 
• Routes between locations and the transport time between them 

2.2.2 Processes

The Supply-Chain Operations Reference (SCOR) model (Supply-Chain 
Council 2001) provides a starting point for building a simulation model of 
a supply chain (see Figure 2.1).  The SCOR-model identifies five funda-
mental supply chain management processes:  Plan, Source, Make, Deliver 
and Return.  We have found it extremely useful to model these fundamen-
tal processes within the context of well-known supply chain business func-
tions.  Based on our experience, the following business functions are suffi-
cient to model a variety of supply chain issues across many industries:  
Customer, Manufacturing, Distribution, Retail, Transportation, Inventory 
Planning, Forecasting and Supply Planning. 

It is important to understand the scope of each fundamental process with 
respect to the business functions.  The Plan process can apply to a single 
business function or to a set of business functions.  For example, a Manu-
facturing function may plan only its own activities based on inputs it re-
ceives from other business functions in its supply chain.  In other cases 
planning may be performed across business functions in an attempt to 
maximize overall supply chain value.  For this reason three pure planning 
functions have been included in our list of business functions.  The other 
fundamental processes – Source, Make, Deliver and Return – normally ap-
ply to only a single business function. 

For modeling purposes one can parameterize each business function in 
terms of the fundamental processes it executes.  The following descriptions 
provide a high-level overview of this parameterization: 

• Customer.  This business function represents end customers that issue 
orders to other business functions.  Customer functions execute the 
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fundamental processes Plan, Source and Return. Orders are generated 
on the basis of customer demand, which may be modeled as a se-
quence of specific customer orders (possibly obtained from historical 
records) or as aggregated demand over a period of time (that must be 
randomly disaggregated during a simulation run). The Customer func-
tion may also specify the desired due date, service level and priority 
for orders.  Customer functions may send forecasts of future demand 
to other business functions. 

• Manufacturing.  This business function models assembly and main-
tains raw material and finished goods inventory.  Manufacturing exe-
cutes the fundamental processes Plan, Source, Make, Deliver and Re-
turn.  Note that one Manufacturing function can supply another 
Manufacturing function, so there is no need to have a distinct function 
to model suppliers.  A Manufacturing function makes use of modeled 
information such as the types of manufactured products, their manu-
facturing cycle time, bills of material, manufacturing and replenish-
ment policies for components and finished goods, reorder points, stor-
age capacity, manufacturing resources, material handling resources 
and order queuing policies. 

• Distribution.  This business function models distribution centers and 
warehouses, including finished goods inventory and material handling.  
Distribution functions execute the fundamental processes Plan, Source, 
Deliver and Return.  A Distribution model typically includes inventory 
replenishment policies, reorder points, storage capacity, material han-
dling resources and order queuing policies. 

• Retail.  This business function models retail stores, including finished 
goods inventory and material handling.  Retail stores execute the fun-
damental processes Plan, Source, Deliver and Return. A Retail model 
typically includes inventory replenishment policies, safety stock poli-
cies, reorder points, material handling resources, backroom storage ca-
pacity and shelf space. 

• Transportation.  This business function models transportation types 
(e.g. trucks, planes, trains, boats), cycle time between shipping loca-
tions, vehicle loading and transportation costs.  Transportation exe-
cutes the fundamental processes Plan, Deliver and Return. A Transpor-
tation model typically includes order batching policies (by weight or 
volume), material handling resources and transportation resources. 

• Inventory Planning.  This business function models periodic setting 
of inventory target levels. Inventory Planning executes the fundamen-
tal process Plan. This business function may link to an optimization 
program that computes recommended inventory levels based on de-



22      2  Supply Chain Simulation 

sired customer serviceability, product lead times and other considera-
tions.

• Forecasting.  This business function models product sales forecasts 
for future periods.  Forecasting executes the fundamental process Plan. 
This business function may link to an optimization program. 

• Supply Planning.  This business function models bill-of-material ex-
plosion and allocation of production and distribution resources to fore-
casted demand under capacity and supply constraints. Supply Planning 
executes the fundamental process Plan. This business function may 
link to an optimization program. 

In a supply chain it is important to distinguish between execution and 
planning processes. Execution processes are driven by plans and policies 
generated by planning processes. Both information and physical goods en-
ter and leave execution processes. Planning processes deal only with in-
formation, not physical goods. Three of the business functions listed above 
are pure planning functions: Forecasting, Inventory Planning and Supply 
Planning. The other business functions can have a mixture of execution 
and planning processes. 

2.2.3 Entities

In a simulation model, the items that enter and leave business processes are 
often referred to as entities or artifacts. Here is a list of entities that are 
specific to supply chain processes: 

• Request Orders represent customer or replenishment orders for 
physical goods. These entities carry order information from Customers 
to Manufacturing and Distribution functions and from Manufacturing 
and Distribution functions to other Manufacturing and Distribution 
functions.

• Filled Orders represent customer or replenishment orders for which 
physical goods have been provided. These entities carry order physical 
goods from Manufacturing and Distribution functions to Customer, 
Manufacturing and Distribution functions. Filled orders may pass 
through Transportation functions where aggregation and transport oc-
curs.

• Shipments represent a group of Filled Orders in transport. These enti-
ties carry Filled Orders from Transportation functions to Customer, 
Manufacturing and Distribution functions. 

• Forecasts represent demand forecasts for customer and replenishment 
orders. These entities often carry demand forecast information from 
Forecasting functions to Supply Planning, Manufacturing and Distri-
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bution functions. It is also possible for a Customer, Manufacturing, or 
Distribution function to have its own local forecasting process. If such 
a function shares its forecasts with other supply chain functions, it 
would do so by sending Forecast entities. 

• Supply Plans represent production and procurement plans generated 
by a Supply Planning function, often based on forecast information. 
These entities usually carry information from Supply Planning func-
tions to Distribution and Manufacturing functions. 

2.2.4 Resources

The resource models provided by general-purpose business process simu-
lators are often useful for supply chain simulation.  Since cycle time and 
resource cost are key metrics in both business process and supply chain 
simulations, business process resource definitions can sometimes be reused 
for supply chain simulation.  However, additional parameters and con-
structs are often needed to model the following supply chain resources: 

• Storage Resources model cost and capacity of space where Manufac-
turing, Distribution and Transportation functions store physical goods. 

• Material Handling Resources model cost and capacity of personnel 
and equipment used to move physical goods within Manufacturing, 
Distribution and Transportation functions. 

• Manufacturing Resources model cost and capacity of personnel and 
equipment used to manufacture physical goods in Manufacturing func-
tions.

• Transportation Resources model cost and capacity of vehicles such 
as trucks, trains and ships in Transportation functions. 

2.2.5 Supply Chain Process Example 

To illustrate a supply chain process, let us examine the Manufacturing 
function shown in Figure 2.2. A Manufacturing function assembles, stores 
and sells physical goods (products).  A Manufacturing function can supply 
a Customer function, a Distribution function, or another Manufacturing 
function with products. It may require raw materials which can be ordered 
from a Distribution function or another Manufacturing function. Produc-
tion schedules can be driven by Supply Plans received from Supply Plan-
ning functions or by Request Orders. 
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Fig. 2.2. Overview of a Manufacturing function 

The main activities that take place inside a Manufacturing function are: 

− Assembly 
− Order queuing 
− Production scheduling 
− Product allocation
− Inventory replenishment 
− Material handling 

The raw materials needed for an assembly operation are based on the 
Bill of Material (BOM) definition for the product being assembled. A 
BOM lists the components and the quantities needed to assemble a unit of 
product.  The length of time that elapses during an assembly depends on a 
specified manufacturing delay parameter. It also depends on whether the 
assembly is performed in parallel or sequentially. Under parallel assembly,
all units of an order can be assembled at the same time. Under sequential 
assembly, only one unit can be assembled at a time. To illustrate, parallel 
assembly of an order for 5 computers with a 24 hour delay will be com-
pleted in 24 hours – as long as raw materials and Manufacturing resources 
for 5 computers are available. For sequential assembly, an order for 5 
computers will take 120 hours to complete (5 times 24) – requiring raw 
materials for 5 computers but Manufacturing resources for only one com-
puter.
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Order queuing defines the sequence in which incoming Request Orders 
are serviced. When multiple Request Orders are waiting for service, they 
can be queued according to a variety of policies, including: 

• First Come, First Served (FCFS).  This is the fairest policy, but one 
that does not allow one to give priority to customers that require a 
higher level of serviceability. 

• Priority. Orders with highest priority are serviced first. Priority is a 
property that is assigned to each order when it is created. 

• Due Date.  Orders with the earliest due date are serviced first. 

In addition to these policies for sequencing orders, some assembly op-
erations may take place according to specified production schedules, often 
in batches. Such schedules are derived from the Supply Plans received 
from Supply Planning functions. 

Product allocation defines the policy used to assign finished goods in-
ventory Request Orders.  For example: 

− Under Greedy Allocation,  when a Request Order is received, the 
Manufacturing function checks its finished goods inventory. If in-
ventory is available to completely fill the order, the process allo-
cates finished goods to the order. If there is insufficient inventory, 
the next step depends upon whether the order accepts partial 
shipments. If it does, the process can allocate a partial amount of 
inventory to the order and put the remaining order on queue. If it 
does not, the complete order is put on queue until inventory can be 
allocated to completely fill the order. 

− Under Periodic Allocation,  all Request Orders are put on queue 
when they arrive. Periodically, based on a specified review period, 
the order at the head of the queue is examined to see if finished 
goods inventory is available. If inventory is available to com-
pletely fill the order, inventory is allocated to the order and the 
next order on the queue is examined. If inventory is not available, 
the next step depends upon whether the order accepts partial 
shipments. If it does, the process can allocate a partial amount of 
inventory to the order and put the remaining order back on queue. 
If it does not, the complete order is put back on queue until inven-
tory can be allocated to completely fill the order. 

− Under Reserved Allocation,  another supply chain function must 
reserve inventory at this Manufacturing function prior to sending a 
Request Order. 

Inventory replenishment must maintain enough inventory to satisfy cus-
tomer demand while controlling inventory costs.  A Manufacturing func-
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tion maintains inventory in logical storage areas called buffers. Two types 
of buffers are maintained, input buffers for raw materials and output buff-
ers for finished goods. A Manufacturing function sends out Request Or-
ders to restock its input buffers. The assembly process transforms raw ma-
terials in input buffers to finished goods in output buffers. 

Raw materials can be either outsourced or insourced. Outsourced raw 
materials are ordered from another supply chain function. Insourced raw 
materials are manufactured at the same function where they are used. 

A specified inventory replenishment policy determines when and how a 
Manufacturing function generates Request Orders to restock its buffers. 
Here are some examples of replenishment policies: 

• Continuous Replenishment.  The buffer is restocked whenever the 
inventory level in the buffer falls below a specified reorder point. 

• Periodic Replenishment.  The buffer is restocked periodically based 
on a specified review period, but only if the inventory level in the 
buffer is below its reorder point. 

• Build-To-Order (BTO). This policy maintains minimum inventory 
by restocking a buffer only if a Request Order arrives and inventory is 
not available to fill the order. 

• Build-To-Plan (BTP). Buffers are restocked according to Supply 
Plans received from Supply Planning functions. 

In a Manufacturing function there are two types of material handling, 
inbound handling (dock-to-stock) and outbound handling (stock-to-dock). 
A Manufacturing process must model both the time and cost of material 
handling.  Material handling cost can be modeled in a number of ways, for 
example:

− Cost per order 
− Cost per unit of weight 
− Cost per unit of volume 
− Cost per order per hour 
− Cost per unit of weight per hour 
− Cost per unit of volume per hour 

Partial pallets are usually much more costly to handle than full pallets – 
this must also be captured in the cost model. 
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Fig. 2.3. Supply chain model for the case study 

2.3 Strategic Uses of Supply Chain Simulation 

Researchers at IBM have been active in supply chain simulation for many 
years. The bulk of our work in this area has been strategic in nature – 
standalone, one-time simulations used to make structural or policy deci-
sions in IBM’s internal supply chain or a supply chain of an IBM cus-
tomer.  For example, during the 1990’s IBM reengineered its global supply 
chain to achieve quick responsiveness to its customers with minimal in-
ventory.  To support this effort, we developed a supply chain analysis tool 
called the Asset Management Tool (AMT). AMT integrated graphical 
process modeling, analytical performance optimization, simulation and ac-
tivity-based costing into a system that supports quantitative analysis of ex-
tended supply chains.  IBM used AMT to study such issues as inventory 
budgets, turnover objectives, customer-service targets and new product in-
troductions. It was used at a number of IBM business units and their chan-
nel partners. AMT benefits included over $750 million in material costs 
and price-protection expenses saved in 1998. IBM was awarded the pres-
tigious Franz Edelman award from INFORMS in 1999 for this work (Lin 
et al. 2000). AMT was later made into an IBM product called the Supply 
Chain Analyzer (SCA) which was used in consulting engagements by IBM 
Global Services (Bagchi et al. 1998). SCA was used to perform strategic 
studies for IBM customers addressing issues which include: 



28      2  Supply Chain Simulation 

− Number and location of manufacturers and DC’s 
− Stocking level of each product at each site 
− Manufacturing and replenishment policies, e.g. Build-To-Plan 

(BTP), Build-To-Order (BTO), Assemble-To-Order (ATO), Con-
tinuous Replenishment (CR) 

− Transportation policies 
− Supply planning policies 
− Lead times 
− Supplier performance 
− Demand variability 

SCA was a standalone tool running on Windows with a user-friendly 
graphical interface. In order to provide model data to SCA one had to pre-
pare a number of flat files in a specified format.  In many cases this was a 
one-time manual process using query tools and spreadsheets. In some 
cases a bridge was constructed to SCA from enterprise databases. 

Fig. 2.4. Simulated customer demand 

2.3.1 Case Study: Build-to-Plan 
vs. Continuous Replenishment 

For this case study, we constructed a model that has some of the intricacies 
of a real supply chain, but is much simpler so that it can be easily ex-
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plained. The model is shown in Figure 2.3. In this model, the Customer
process generates daily orders for just one product type. The simulated 
customer demand has seasonality and promotional spikes, as shown in 
Fig. 2.4. 

Customer demand is fulfilled by a distribution center, as shown in 
Fig. 2.3. There is a one day stock-to-dock delay at the distribution center 
and a one day transportation delay from the distribution center to the cus-
tomer. Customer orders must be satisfied in three days or less to be con-
sidered on time. 

The distribution center is stocked by a manufacturing plant, as shown in 
Fig. 2.3. The distribution center and the manufacturing plant are owned by 
the same company, MFGCO. There is a one day stock-to-dock delay at the 
manufacturing plant, a one day transportation delay to the distribution cen-
ter and a one day dock-to-stock delay at the distribution center, totaling a 
three day lead time from manufacturing to the distribution center.  Note 
that customer orders cannot be delivered on time if the distribution center 
has to backorder the stock from manufacturing, because the total lead time 
to the customer would be five days and customers require delivery in three 
days or less.  Therefore, the distribution center must keep enough finished 
goods on hand to satisfy its daily demand. 

The manufacturing plant assembles products using components obtained 
from two suppliers, as shown in Figure 2.3. The lead time from each sup-
plier is one day. The suppliers are not owned by MFGCO, but transporta-
tion from the suppliers is paid for by MFGCO. MFGCO also pays for 
transportation from the manufacturing plant to the distribution center.  
Transportation from the distribution center to the customer is paid for by 
the customer. 

Three costs are calculated when this model is simulated: 

− Inventory holding costs – 15% of product cost 
− Material handling costs – at representative per-pound rates 
− Transportation costs – at representative less-than-truckload rates 

To illustrate a typical simulation exercise, we created an AS-IS case in 
which the network is supplied by Build-To-Plan (BTP) logic. We then cre-
ated a TO-BE case in which the network is instead supplied by Continuous 
Replenishment and we compared the resulting costs to the AS-IS case. 

For the AS-IS case, a customer forecast was created which has a 20% 
error margin relative to the actual demand.  The forecast is maintained in 
weekly buckets. Once every four weeks, an MRP system explodes the cus-
tomer forecast into a build plan for the manufacturer and suppliers and a 
replenishment plan for the distribution center.  This manufacturing policy 
is commonly referred to as Build-To-Plan (BTP). To simulate this, we em-
bedded an IBM-developed MRP tool (Dietrich et al. 1995) within the 
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simulator, labeled as Supply Planning in Figure 2.3. The build plans and 
replenishment plans are generated in weekly buckets. Note that in order for 
the distribution center to have enough on-hand stock to satisfy demand at 
the beginning of each week, manufacturing must build the forecasted de-
mand the week before. 

For the TO-BE case, the same customer forecast is used, but the inven-
tory at each stocking location is reviewed daily. The forecast is used by an 
optimization program (Ettl et al. 2000) to set the reorder point at each 
stocking location each day.  Whenever a reorder point exceeds the on-hand 
inventory, a replenishment order is sent out to make up the difference. This 
manufacturing policy is commonly referred to as Continuous Replenish-
ment (CR). 

The goal of both simulations was to service customer orders at or near 
100%, based on the three day requirement. Figure 2.5 shows the simulated 
inventory levels at the Distribution Center for the AS-IS case. Fig. 2.6 
shows the simulated inventory levels at the Distribution Center for the TO-
BE case. Note that both figures represent simulation outputs.  In both fig-
ures, the ragged lines represent the actual inventory and the smooth lines 
represent the average inventory. Note the similarity of these inventory pro-
files to the customer demand shown in Figure 2.4. As you can see, the AS-
IS case (BTP) must keep more inventory on hand than the TO-BE case 
(CR) because the AS-IS case builds a week ahead of time while the TO-
BE case reviews the inventory levels each day. 

Fig. 2.5. Simulated inventory levels at the Distribution Center for the AS-IS case 



2.3  Strategic Uses of Supply Chain Simulation      31 

Figure 2.7 summarizes the results of the simulation runs. The shipments 
are the same in both runs, as are the revenue and the transportation costs to 
the customer. The transportation and handling costs at MFGCO are 
slightly lower in the TO-BE case, but that is primarily due to slight differ-
ences in the initial inventory of the two simulation runs.  The only major 
difference is in the inventory, which is reduced by 62% in the TO-BE case. 

Continuous Replenishment has many other benefits.  For one thing, ex-
pired products usually decrease when Continuous Replenishment is used. 
These savings can be calculated by a supply chain simulator, but in this 
simple example, there were no expirations because both cases were fairly 
lean. In addition, the daily review that is associated with Continuous Re-
plenishment can lead to increased full pallet orders and direct manufactur-
ing shipments. These savings can also be calculated by a supply chain 
simulator.

The simple example presented here shows only a small fraction of the 
features and power of a supply chain simulator. Consultants and process 
engineers often wonder how to convince upper management to convert 
from an outdated process to a modern process (e.g. Build-To-Plan to Con-
tinuous Replenishment).  Simulation is one way to do this.  When an AS-
IS simulation is properly validated against historical data, upper manage-
ment can have confidence that it represents their company. Then, when a 
TO-BE policy is tested by the simulation, there is quantitative evidence to 
support or argue against making the change. 

Fig. 2.6. Simulated inventory levels at the Distribution Center for the TO-BE case 
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Fig. 2.7. Simulation results 

Fig. 2.8. Simulation with variability is used to generate a control region for inven-
tory.  The middle line represents expected inventory. The upper and lower lines 
are control bounds 

2.4 Operational Uses of Supply Chain Simulation 

In IBM, supply chain simulation tools have been used primarily for strate-
gic studies, not for day-to-day operational purposes.  However, with com-
putational power increasing exponentially each year and with enterprise 
data becoming substantially more integrated, it is becoming possible to use 
this technology for operational decisions. Slowly, supply chain simulation 
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is spreading into the weekly and daily operations of enterprises. In the fu-
ture, this transition will be made easier by the following advances: 

− Simulation speed is increasing due to drastic improvements in 
computer technology coupled with careful design of simulation 
granularity.

− Simulation model data will become more integrated with enter-
prise data. As Business Activity Monitoring (BAM) (April and 
Margulius 2002) and Business Performance Management (BPM) 
(www.ibm.com/ software/info/ topic/perform/resources.html) 
grow in popularity, simulation data will be more readily available 
in data warehouses, reducing the startup cost to create a simulation 
model.

− What-if simulation of alternatives will increasingly become part of 
decision-making processes. 

− Business users of simulation technology will be presented with 
customized screen flows, not general-purpose simulation tooling.  
They may not even know that they are using a simulation tool. 

− Simulation tools will be web-enabled.  Business process manage-
ment is shifting to the web and data is readily available on the 
Internet.  Modern web portal technology supports customizable 
user interfaces. 

The following scenarios illustrate the operational use of supply chain 
simulation:

• Process control.  Simulation is used to predict the metrics of a process 
in an upcoming time period.  The process is then tracked against the 
simulated results.  For example, an IBM division uses simulation to 
predict their future product inventory levels at the beginning of each 
quarter (see Figure 2.8). Based on various uncertainties specified in the 
simulation, it is possible to generate lower and upper bounds for statis-
tical control purposes.  Actual inventory is then tracked against the 
control limits for early detection of unexpected situations. 

• Decision support.  When unexpected situations arise, there are often a 
number of alternative actions that can be taken. Simulation can be used 
to assess the benefit and risk of each potential response (Lin et al. 
2002). For example, the potential responses to a late supplier delivery 
may include setting higher inventory targets, using a different supplier, 
and doing nothing. These alternatives can be simulated under the cur-
rent business conditions to predict the profit, cost and serviceability for 
each alternative. From multiple runs these predictions can summarized 
in stochastic terms to estimate risk.
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• Trend detection. Simulation can be used to predict potentially harm-
ful business trends using information sensed from the business envi-
ronment (Lin et al. 2002). Figure 2.9 shows an example in which simu-
lation is used to predict customer demand. 

Fig. 2.9. The dotted line shows the customer demand, simulated under current 
business conditions to see if it stays within established control limits 
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3 Inventory Management 
in High Technology Value Chains

Feng Cheng, Markus Ettl, Grace Lin, and David D. Yao  

3.1 Introduction and Overview 

In the computer industry we see dramatic reductions in the price of com-
puters, driven by advances in technology and competitive forces pushing 
towards lower margins. Product life cycles are collapsing to months rather 
than years, giving companies less time to recover product development 
costs and increasing the pressure to rapidly and flawlessly commercialize 
new technology. We are constantly being challenged to improve on pro-
ductivity throughout the enterprise. We continue reengineering business 
processes and eliminating steps, and over the past several years our atten-
tion has increasingly turned toward managing the value chain.  

IBM and its partners and competitors seek operational and financial per-
formance improvement through reduced product development cycles, op-
erational efficiency, and better customer responsiveness. This quest for ex-
cellence has become significantly more complex as enterprises no longer 
compete as stand-alone entities. The success is achieved through value 
chain optimization and collaboration among all value chain participants, 
from OEM’s, Tier-1’s, and lower tier suppliers to distributors, trading 
partners, and retailers. Deploying common business processes across dis-
tinct operating entities allows participants to share decision-making, work-
flows, and capabilities in pursuit of lower costs and greater efficiency.  

A significant challenge, and opportunity, for IBM is that we have one of 
the most vertically integrated supply chains in the industry. We manufac-
ture most major assemblies in our computers. As a result, IBM’s integrated 
supply chain is even more complex and difficult to manage. Our supply 
chain is under constant pressure to move towards the assembly of compo-
nents from a vast array of outside suppliers, and to sell components we 
make to the marketplace. More and more, we deliver components to inter-
nal business units and also sell them to competitors, some who manage 
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their supply chains and assembly operations to deliver higher levels of 
profitability than IBM derives from the same markets. Clearly, such an en-
vironment makes managing the extended supply chain critical to our suc-
cess.

The business environment in the electronics industry, which is charac-
terized by volatility and velocity, requires tools and applications that can 
recommend timely supply planning decisions that optimize profits and bal-
ance business risk. Standard enterprise applications such as enterprise re-
source planning (ERP), customer relationship management (CRM), and 
supply chain management (SCM) systems are effective in managing hun-
dreds of product and service offerings, but they often lack in high-quality 
decision making.

In this chapter, we describe analytical models and tools that we have 
developed to support IBM business units in their effort to manage inven-
tory and improve value chain operations. In IBM’s businesses, inventory-
driven costs, which include price protection, financing, inventory write-
downs (price erosion), and inventory write-offs (obsolescence) are tremen-
dous cost drivers outweighing all others in terms of impact on business 
performance. The complexity of the end-to-end value chain makes it diffi-
cult to determine where to hold safety stock to minimize inventory costs, 
and provide a committed level of service to the final customer. We devel-
oped analytical optimization models for finding the optimal placement of 
safety stocks in multi-echelon value chains that are subject to forecast, lead 
time, and attach-rate uncertainty. We will describe the successful applica-
tion of these analytical models by cross-functional teams within IBM, our 
suppliers, and our customers. We also discuss how the teams have used the 
models to allocate component inventories, reduce finished goods invento-
ries, manage product variety, and improve forecast accuracy.  

To put our discussions in context, we shall focus on three specific value 
chain architectures – the complex configured hardware value chain, con-
figure-to-order value chain, and semiconductor value chain. Our model for 
the complex configured hardware value chain emphasizes the optimization 
of products with multi-tier complex bill of material. The main objective is 
to minimize the total inventory cost while meeting the target customer ser-
vice levels. This type of value chains are normally subject to long assem-
bly or testing lead times, high forecast inaccuracy and skewed demand. 
The configure-to-order value chain has a simple, one step assembly proc-
ess with a very short assembly time. Its main challenges are low profit 
margin, short product life cycle, and uncertain supplier lead times, while 
requiring quick responsiveness, low cost, and a high level of product vari-
ety. The optimization model we shall present emphasizes the optimal con-
trol of the component inventory to ensure low costs while meeting cus-
tomer serviceability. Our model for the semiconductor value chain 
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involves an arborescent process-product structure and location-based 
budget constraints, with the objective to minimize overall delinquency 
costs (penalties for unmet demand).  

The rest of the chapter is organized as follows. We start with an over-
view in section 3.2 of different value chain architectures in high technol-
ogy industries, focusing on the three types highlighted above. Details of 
the modeling and applications are elaborated in the next three sections. In 
section 3.3, we introduce a multi-echelon inventory model for complex 
configured products, and discuss its application in IBM’s hard disk drive 
supply chain. In section 3.4, we develop an optimization algorithm for 
safety stock placement in a configure-to-order supply chain with high-
volume, high variety products, and describe its application at IBM’s per-
sonal computer division. In section 3.5, we describe an inventory model 
for a semiconductor supply chain, and present our application experience 
at a large US semiconductor manufacturer. Non-technical readers may skip 
the details of the optimization modeling in the first part of sections 3.3 to 
3.5 and proceed directly to the case studies. We conclude the chapter with 
a summary in section 3.6.

A very brief note on related readings: More details of the application 
sections can be found in Ettl and al. (2000) and Lin et al. (2000) for section 
3.3, Cheng et al. (2002) for section 3.4, and Brown et al. (2001) for section 
3.5. The three edited volumes, De Kok and Graves (2003), Song and Yao 
(2001) and Tayur et al. (1999) collect many recent research works on vari-
ous aspects of supply chain management. Background materials in inven-
tory theory can be found in Zipkin (2000).  

3.2 High-Technology Value Chains

In this section, we describe three examples of value chain applications in 
high-technology industries. For each application, we identify end-to-end 
management processes that enable their business objectives.

• Complex Configured Hardware Value Chains. Standard part num-
ber based product offerings with complex bills of materials. Fulfilling 
customer orders through vendor-managed inventory hubs outside of 
the customer’s manufacturing plant.  

• Configure-to-Order Value Chains. Customizing products and solu-
tions quickly to customer requirements. Developing configure-to-order 
capabilities for direct selling through the Internet.  
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• Semiconductor Value Chains. Implementing postponement strategies 
to defer customer-specific configurations until as late as possible. De-
termining the right safety stock policies at the inventory postponement 
points.

3.2.1 Complex Configured Hardware Value Chains 

Complex configured hardware value chains support part number based 
components and products with complex bills-of-materials. Customer or-
ders are typically submitted through enterprise web sites for large enter-
prise customers, business-to-business portals for business partners, and 
public websites for consumers and small and medium business customers. 
Advanced Planning System (APS) applications reconcile customer fore-
casts with existing supply, and send allocations to a fulfillment system. 
The fulfillment system schedules orders, calculates estimated customer ar-
rival dates, and sends manufacturing orders to a floor control system to 
manage the assembly of products.  

The manufacturing process of hard disk drives (HDDs) is a typical ex-
ample of a complex configured hardware value chain. IBM’s Storage Sys-
tems Division, now Hitachi Global Technologies, produces disk drives for 
the OEM market, as well as supplies internal IBM business units. The sup-
ply chain for HDDs is complex due both to the vertically integrated nature 
of IBM and the customers’ requirement for Just-In-Time (JIT) inventory 
hubs, where IBM inventory is stocked outside of a customer’s factory. 

HDDs are sold to OEM customers, distributors, and used in other IBM 
products such as personal computers and servers. Two of three product 
segments, mobile and performance HDDs, are manufactured in Thailand 
and Hungary, and server HDDs are manufactured in Singapore. In addition 
to the JIT hubs, the distribution network includes Logistics Centers and in-
ternal IBM direct shipments as illustrated in Figure 3.1. When HDDs are 
in excess supply at one hub but needed at another customer’s hub, they can 
be reconfigured at a Logistics Center and then redirected. While reconfigu-
ration occurs infrequently, it is fairly common to need to reship an HDD 
for a given customer from one hub to another. HDDs are assembled from 
non-configured “vanilla” drives (called ISOs) at the manufacturing plants, 
and shipped to a customer JIT hub fully configured for that customer. 
When the JIT hub inventory drops below a reorder point, a pull signal is 
sent to the plant to configure the ISO’s for that hub. The pull strategy re-
quires forecasting to determine safety stock levels that protect against 
variations in demand.  

Because of limited production capacity, the plants typically overproduce 
(versus demand) early in the quarter to meet peak demands towards the 
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end of the quarter. This demand skew is much more prevalent in Logistics 
Centers than it is for JIT hubs. Because the configuration process is rela-
tively simple, and because demand for the vanilla drives is easier to predict 
than HDD demand, it is beneficial to delay customization of an ISO as 
long as possible.  

Fig. 3.1. Example of a Complex-Configured Hardware Value Chain 

3.2.2 Configure-To-Order Value Chains 

In computer assembly value chains, products are offered as either fixed 
configurations or open configurations. Fixed configurations have an indi-
vidual material code that is referred to in customer orders. Open configura-
tions, in contrast, can be fully configured by the customer. Here, the cus-
tomer can navigate from a brand, series, or family via a web-based 
configurator, which shows the options compatible with the selected ma-
chine. The configurator lets the customer choose from a selection of proc-
essors, hard disk drives, network access cards, graphics cards, and memory 
sizes. Only the base unit and standard components (called building blocks) 
have individual material codes. Whereas fixed configurations are normally 
made-to-stock, open configurations are assembled-to-order after the cus-
tomer order is received (configure-to-order, CTO). Figure 3.2 illustrates a 
configure-to-order supply chain.  
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The purpose of forecasting in computer assembly value chains is to pro-
duce an accurate component forecast. For fixed configurations, the bills-
of-materials of the fixed configurations are simply exploded to component 
level. For open configurations, component forecasts are derived from a 
collaborative forecast for a customer segment (or product family), together 
with attach-rates that define the distribution of components within the cus-
tomer segment (or product family). As the component lead times are much 
longer than the assembly lead times, the component forecast is an impor-
tant input into procurement decisions. The focus of inventory management 
in CTO value chains is shifting from configured machines towards build-
ing blocks, which are replenished based on the component forecast.  

Fig. 3.2. Example of a complex configured hardware value chain 

The configure-to-order paradigm has been widely accepted in the elec-
tronics industry. Open configurations offer higher product variety, and 
hence often results in broader market coverage and increased demand vol-
ume. Postponing the final assembly in configure-to-order operations pro-
vides flexibility in terms of product variety, and achieves resource pooling 
in terms of maximizing the usage of component inventory. CTO is an ideal 
business model for mass customization, and provides quick response time 
to order fulfillment.  

3.2.3 Semiconductor Value Chains 

The semiconductor industry has one of the most complex manufacturing 
processes and value chains. Equipment necessary for production is ex-
tremely capital expensive and difficult to install. The semiconductor indus-
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try is at the beginning of a complex network of value chains, which often 
leads to tremendous demand fluctuations and high uncertainties of demand 
forecasts. As a result, many semiconductor companies have outsourced 
key value chain activities to electronic manufacturing service providers 
(EMS) to focus on core competencies, such as product design, inventory 
management, order fulfillment, and utilizing production capacity effi-
ciently.

The production process of semiconductors consists of two stages called 
front-end and back-end that are separated by a die bank. The front-end 
consists of wafer fabrication and wafer testing, whereas the back-end per-
forms die bonding, assembly, and module testing. The production process 
is often split over several locations in different geographies, e.g. front-end 
facilities in South-East Asia, and back-end facilities in Europe and North 
America. The production lead time of the front-end is eight to twelve 
weeks. After testing, wafers are sliced into individual chips that are subse-
quently used to produce different finished goods. The tested chips are 
stored in a die bank. The back-end operates in a make-to-stock or make-to-
order mode. In the assembly stage, chips supplied from the die bank are 
connected to a platform, bonded, and sealed in plastic. The finished mod-
ules are shipped to a customer or stored in finished goods inventory. The 
lead time of the back-end is four to six weeks. Figure 3.3 illustrates a 
semiconductor value chain. 

Fig. 3.3. Example of a semiconductor value chain 

The customers of semiconductor manufacturers are usually large resel-
lers or OEM’s that can have considerable influence. In this industry, high 
level of customer serviceability is critical since although an integrated cir-
cuit may only be one component of hundreds in a customer’s product, a 
late delivery may shutdown a production line.  
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3.3 A Multi-Echelon Inventory Model 
for Complex Configured Hardware 

A key driver to achieve supply chain optimization is to manage and reduce 
uncertainty, and to maintain flexibility so as to adapt to market changes 
quickly. How much inventory budget is needed to achieve good customer 
serviceability? How much inventory do we need at which locations to meet 
required service levels? What is the effect of changes in supplier lead 
times, or supplier practices? What is the effect on required inventory lev-
els, of changes to where and how we assemble products? IBM’s Asset 
Management Tool (AMT) was designed to answer these questions.  

3.3.1 AMT: The Optimization Engine 

The optimization engine performs AMT’s main function: quantifying the 
trade-offs between customer service levels and the inventory in the supply 
network. The objective is to determine the safety stock for each product at 
each location in the supply chain to minimize total inventory investment. 
Below we present an overview of this optimization model, referring the 
complete technical details to Ettl et al. (2000).

The supply chain is modeled as a multi-echelon network. Each stocking 
location in the network is treated as a queueing system that incorporates an 
inventory control policy: the base-stock control, with the base-stock levels 
being decision variables. To analyze such a network, we develop an ap-
proach based on decomposition. The key idea is to analyze each stocking 
location in the network individually, and to capture the interactions be-
tween different stocking locations through their actual lead times.

We model each stocking location by a queue with batch Poisson arri-
vals, and infinite servers with service times following general distributions, 

and this model is denoted as ∞// GM Q  in queueing notation. To do so, 
we need to first specify the arrival and the service processes. The arrival 
process at each location is obtained by applying the demand explosion 
technique in standard MRP (materials requirement planning) to the product 
structure. The batch Poisson arrival process has three main parameters: the 
arrival rate, and the mean and the variance of the batch size. Therefore, it 
allows us to handle many forms of demand data using a three-parameter 
fit. For instance, demand in a certain period can be characterized by its 
min, max and the most likely value. The service time is the actual lead 
time at each stocking location. Figure 3.4 illustrates how the actual lead 

time, iL
~

 is calculated from the nominal lead time (e.g., production or 
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transportation time), iL , along with the fill rate, if , of location i’s sup-

plier j. In particular, when the supplier has a stockout, which happens with 
probability if−1 , the actual lead time at i has an additional delay of jτ ,

which is the time required for j to produce the next unit to supply i’s order. 
In our model, the estimation of jτ  is derived from a Markov chain analy-

sis.

Fig. 3.4. Actual lead times 

With the arrival and service processes in place, we can analyze the 
queue and derive performance measures such as inventory, backorder, fill 

rates, and customer service levels. The number of jobs in the ∞// GM Q

queue i, iX , is the key quantity in our analysis. The on-hand inventory iI

and the backorder level iB  relate to iX  through the following simple 

formulas:

,][ +−= iii XRI  and ,][ +−= iii RXB (3.1)

where iR  is the base-stock level, and }0,max{:][ xx =+ .

Through the equations in (3.1), the distributions of both iI  and iB  can 

be related to the distribution of iX . To alleviate the computational burden 

in large-scale applications, we choose to derive the mean and the variance 
of iX , and approximate it with a normal distribution. Both the mean and 

the standard deviation of iX , denoted iµ  and iσ , depend on the actual 

lead time (explained above, and used as the service time in the queue 
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model), and can be derived from queueing analysis (refer to Ettl et al. 
2000). Then, we write: 

,ZX iii σµ += (3.2)

where Z denotes the standard normal variate. Similarly, we can express the 
base-stock level as follows: 

,iiii kR σµ += (3.3)

where ik  is the so-called safety factor. This way, we turn the decision 

variables from the base-stock levels to the safety factors. Also note that the 
base-stock level consists of two parts: iµ , the work-in-process, or pipeline 

inventory; and iik σ , the safety stock.  

The objective of the optimization model is to minimize the total inven-
tory capital. At each stocking location, there are two types of inventory: 
the finished goods, or on-hand inventory, and the pipeline inventory. The 
expected pipeline inventory is simply iµ ; the expected on-hand inventory 

follows from combining (3.2) and (3.3) with (3.1):  

.][][)( ++ −=−= ZkXRI iiiii EEE σ

Let

( ) : [ ] ( ) ( ) ( ) ( )
x

H x x Z x z z dz x x x+= = = +E (3.4)

where φ  and Φ  denoting, respectively, the density function and the dis-
tribution function of Z. Then,  

).()( iii kHI σ=E (3.5)

Hence, the objective of our optimization model is 
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∈

+=
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i
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Here S is the set of all stores; ic  is the unit cost of finished goods inven-

tory at store i; and iĉ  is the unit cost of pipeline inventory,  
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where i>S  is the set of upstream stores of i, and jiu  is the usage count, the 

number of units in store j that is needed to make each unit in store i.
The constraints of the optimization model are the required customer ser-

vice levels. They are represented as the probability (e.g., 95% or 99%) that 
customer orders are filled within a given due date. We first derive the re-
quired fill rate for each end product so as to meet the required customer 
service level. This fill rate relates to the actual lead times of all upstream 
stocking locations, via the BOM structure of the network. Therefore, our 
model captures the interdependence at different stocking locations, in par-
ticular the effect of base-stock levels and fill rates at each stocking location 
on the service level of the end product.  

To allow fast execution of the optimization, we derive analytical gradi-
ent estimates in closed forms. Consider stocking location j, or the j-th term 
in the objective function. First, we derive the partial derivative w.r.t. ik

(the safety factor) for stocking location j. For each immediate downstream 
stocking location, the partial derivative involves the mean and variance of 
the number of arrivals over the service time (i.e., the actual lead time) in 
the queue model. For stocking locations further downstream, we simply 
ignore their derivatives, since their actual lead times will be weighted by 
multiples of no-fill rates, which become negligible as the stocking loca-
tions become farther downstream.

This way, we have a constrained non-linear optimization model, with 
the gradients explicitly derived. A conjugate gradient search procedure is 
used to generate the optimal solution. As the objective function has a quite 
rugged surface, we improve upon local minima by following several heu-
ristic procedures. For instance, evaluating the objective function at a rea-
sonably large number of randomly generated points, and selecting the best 
point to start the gradient search.

3.3.2 Case Study: IBM’s Hard Disk Drive Value Chain 

In late 1997, many of IBM’s HDD customers had adopted the practice of 
vendor-managed inventory, which required IBM to establish Just-In-Time 
(JIT) inventory hubs nearby the customer’s plants. The inventory in the 
JIT hubs was managed and owned by IBM until it was pulled from the hub 
by the customer.

As more and more JIT hubs were established and an increasing propor-
tion of HDD inventory flowed through the hubs, it became more important 
to minimize the amount of product in the hubs. However, it was unclear 
what the impact of delayed customization would be on the supply chain 
and, in particular, on inventory levels and customer serviceability. It was 
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also unclear what levels of safety stock, and therefore what reorder points 
were needed in the JIT hubs to fulfill customer service requirements. 
IBM’s Corporate Headquarters formed a cross-functional team whose 
charge was to assess the impact of delayed customization on the HDD 
supply chain, and to recommend optimal inventory levels for the JIT hubs.  

The primary objective of the team was to use AMT to determine optimal 
base-stock levels (or reorder points) at the JIT hubs, to implement a con-
figure-to-pull strategy at these hubs, and to improve inventory turnover 
while meeting customer service requirements. AMT allowed the explicit 
representation of assembly and transport operations. Bills-of-materials and 
manufacturing lead times (if outsourced, replenishment lead times) were 
extracted from SAP and incorporated into the model. Forecast errors were 
estimated at the product family level to provide demand distribution data 
for our analysis.  

We created end-to-end simulation models for each product family, and 
validated these models against historical data to assure that the information 
and materials flow through the HDD value chain was captured accurately. 
Comparing key output performance measures of our model (i.e., finished 
goods inventory at JIT hubs and plants) with historical actuals, we found 
that JIT hub inventory matched at a part number level to within 8% of ac-
tual on average. JIT hub inventory matched at a product family level to 
within just 6% of actual, and plant finished goods inventory matched at a 
product family level to within 8% of actual. On-time serviceability 
matched at close to 100% at part number and order level. An example of 
the validations is shown in Figure 3.5.  

Fig. 3.5. Comparison of FGI between simulation model and historical actuals 
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Fig. 3.6. Comparison between build-to-stock (As-Is) and configure-to-pull (CTP) 

Subsequently, we constructed simulation models for a select set of high-
volume HDD products based on historical inventory and demand data. One 
model represented the current business process, whereas the other repre-
sented a “configure-to-pull” business process with optimized inventory 
buffers at the JIT hubs. The comparison between the two models showed 
significant savings in hub inventory, averaging about 69%, can be 
achieved with configure-to-pull without sacrificing serviceability. The sav-
ings were achieved with only a 21% increase in plant inventory of non-
configured vanilla drives (ISOs) as shown in Figure 3.6.  

By varying the time needed to customize an ISO in the plant, we then 
established the relative impact of reducing the manufacturing lead time on 
inventory. We found that reducing the lead time by one day, on average, 
leads to 8% savings in total inventory. These results were fairly consistent 
across product families. Figure 3.7 depicts this sensitivity.  

In summary, the study showed that delayed customization can signifi-
cantly reduce finished goods inventory at the JIT hubs, and reduce costs 
for reshipping products without sacrificing serviceability (i.e., without in-
creasing stockouts at the hubs). It also showed that moving towards con-
sumptive pull and shortening the manufacturing and configuration lead 
times further reduces costs in the form of inventory reduction, which was a 
key step to solidify management support for eventual implementation of 
the configure-to-pull process design change.  
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Fig. 3.7. Sensitivity analysis results on reducing manufacturing lead times 

3.4 Configure-to-Order for High-Volume High-Variety 
Products

The focus of the following study is on the inventory-service tradeoff in 
configure-to-order (CTO) manufacturing in IBM’s personal computer 
value chain. It is part of a larger project that aimed at helping IBM’s per-
sonal computer division to migrate from fixed configurations to a config-
ure-to-order operation where customer orders are taken from the Internet. 
We have developed and applied an analytical trade-off model to evaluate 
three scenarios: assess the cost/benefit of a building-block based manufac-
turing operation; compare the forecasting of fixed configurations versus 
customer segment and attach-rate forecasting; and assess the effect of in-
creasing product variety on inventory.  

3.4.1 The Optimization Model 

We consider a hybrid model, by which each end product is assembled to 
order from a set of components, which, in turn, are built to stock. In other 
words, no finished goods inventory is kept for any end product, whereas 
each component has its own inventory, replenished from a supplier follow-
ing a base-stock policy.

Each component inventory is indexed by i, S∈i  where S  denotes the 
set of all components. Associated with each component is a “store”, where 
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the inventory is kept. In the configure-to-order (CTO) environment, there 
is no pre-specified product “menu”; in principle, every order can require a 
distinct set of components. Let  M  denote the set of product families (or 
market segments) that order the same set of components. For instance, 

{=M low-end machines, high-end machines, servers} ; or {=M con-

sumers, small businesses, corporations} .

Let )(tDm denote the demand associated with product family m  in pe-

riod t . Each order of type m  requires a random number of units from 
component i , denoted as miX which takes on non-negative integer values. 

Denote:

}0:{: ≡−= mim XiSS  and }.0:{: ≡−= mii XmMM

That is, mS  denotes the set of components used in type m  products, 

whereas iM  denotes all the product families that use component i . Here, 

0≡miX  means 1)0( ==miXP .

The first step in our analysis is to translate the end-product demand into 
demand for each component. This is done through the bill-of-material 
structure for the products. (Alternatively, component demand can be de-
rived through forecast data on aggregated demand over market segments 
and the attach-rates of the components. For example, 90% of products sold 
to large corporations, and 50% in the small business and consumer seg-
ments will use high-end processors, and so forth.)  

There are two kinds of lead times: those associated with the components 
(inbound) – the time for the supplier of component i  to replenish to store 
i  once an order is placed; and those associated with the end products (out-
bound) – including the time to process orders, the assem-
bly/reconfiguration time, and the transportation time to deliver the order.  

The next step is to compute the mean and the standard deviation of the 
demand over the in-bound lead time for each component i , denoted iµ
and iσ . (The out-bound lead time is used to offset the time-shift in product 

orders. Hence, if the out-bound lead time for a product is one week, then 
any planning involving orders for this product will have to be shifted a 
week earlier.)  

We can now write the base-stock level for component i  as 

iiii kR σµ +=  just like the model in the last section, with ik  denoting the 

safety factor. With iµ  and iσ  as parameters derived from given data as 
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outlined above, the decision on the base-stock levels is equivalent to the 
decision on the safety factors.  

Our objective is to minimize the expected inventory budget (capital), 
subject to meeting the service requirement for each product family. The 
problem can be presented as follows:

∈

∈

∈≤Φ
mSi

mimi

Si

iii

mkrts

kHc

M,)(..
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σ

where )0(: >= mimi XPr  is the probability that product m  requires com-

ponent i ; ic  is the unit cost of the on-hand inventory of component i ;

)( ii kHσ  is the expected safety stock of component i , where the H  func-

tion is defined in (3.4); and mm αα −= 1 with mα being the required ser-

vice level for product family m .

3.4.2 Case Study: IBM’s Personal Computer Value Chain 

Here we describe a study, which was part of a project aimed at the reengi-
neering of IBM’s personal computer value chain from a build-to-stock op-
eration to a configure-to-order operation. To carry out the study, we devel-
oped two basic models: an “As-Is” model that is a reflection of the present 
build-to-stock operation with fixed configurations, and a “To-Be” model 
that is based on open configurations where the component inventory levels 
were generated by the algorithm described in the previous section. For 
both models, we aggregated the production-inventory system into two 
stages, the first stage consisting of the component replenishment process, 
and the second stage consisting of the assembly and order fulfillment proc-
ess. We identified three factors as the focal points of our study:   

− Manufacturing Strategy. The “As-Is” operation versus the “To-
Be” model. 

− Forecast Accuracy. The accuracy of demand forecast at the end 
product level versus at the component level.  

− Product Variety. The effect of mass customization on inventory as 
a result of direct sales over the Internet.   

To study the first factor, we selected a high-volume product family that 
consisted of 18 finished products that were assembled from 17 compo-
nents. We used existing bills-of-materials, unit costs, and procurement lead 
times to develop a detailed simulation model. Demands for each end prod-
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uct were generated statistically based on historical data. The inventory 
buffers were set to meet a 95% service level requirement for all end prod-
ucts. We then used the product data and the statistically generated demand 
streams as inputs into the optimization model to determine the optimal 
base-stock levels for the component inventory. Figure 3.8 shows the com-
parison between the “As-Is” and the “To-Be” model in the form of overall 
inventory investment.  

Fig. 3.8. Comparison between build-to-stock (As-Is) and assemble-to-order   
(To-Be) 

To protect proprietary information, the vertical axes were normalized 
with respect to the inventory investment of the “As-Is” model, which is 
100. As expected, the inventory investment for end products was elimi-
nated in the “To-Be” model. (The cost shown is due to WIP; the cost due 
to finished goods is nil.) The “As-Is” model, in contrast, keeps a signifi-
cant amount of end-product inventory. On the other hand, the amount of 
component inventory is higher in the “To-Be” model, which is again ex-
pected, since the required service level of 95% is common to both models. 
Overall, the “To-Be” model reduced the overall inventory investment by 
roughly 30%. Both models used the same demand forecasts for end prod-
ucts.

In our study of the second factor, we evaluated the effect of forecast ac-
curacy through sensitivity analysis. Figure 3.9 shows the overall inventory 
investment associated with three different levels of forecast accuracy. The 
first two columns repeat the comparison shown in the previous figure. The 
next two columns represent improved forecast errors, at 20% and 10%, 
achieved by switching to component forecasting in the “To-Be” model.  
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Fig. 3.9. Effect of improving forecast accuracy 

Our study of the third factor aimed at analyzing the impact of higher 
product variety on inventory, with the motivation to support mass customi-
zation. In an Internet-based direct sales environment, the number of cus-
tomer-configured products can be significantly larger than what was sup-
ported in the build-to-stock environment with fixed configurations. Figure 
3.10 shows the inventory investments.  

Fig. 3.10. Effect of product variety on inventory 

The four columns on the left correspond to the current product set (1x), 
with scenario S1 as the “As-Is” model, and the other three scenarios as 
“To-Be” models at the current and improved forecast accuracy levels (sce-
narios S2–S4). The four columns on the right repeat these scenarios with a 
product set that is ten times larger in variety (10x). Table 3.1 summarizes 
all scenarios. 



3.5  Semiconductor Value Chains      55 

Observe that as the product variety increases, a significantly higher level 
of inventory is required in the “As-Is” model. This is because forecast ac-
curacy deteriorates when the end products proliferate (i.e., larger varieties 
result in smaller demand volumes). On the other hand, the inventory in-
crease in the “To-Be” environment is very modest. This is because the pro-
liferation of end products has minimal effect on the forecast accuracy at 
component level due to parts commonality. This strongly supported the 
fact that the building-block model is the right process to support a direct-
sales operation. 

Table 3.1. Summary of scenarios used to study the effect of product variety 

Description 1x Cases 10x Cases 

S1 As-Is 
Original product set; 30% fore-
cast error; 90% customer ser-
vice

Ten times larger product set; 30% 

10×  forecast error at end 
product level  

S2 To-Be 
Forecast at end product level; 
30% forecast error; 90% cus-
tomer service 

Ten times larger product set;  fore-
cast error as in S2(1x) 

S3 To-Be 
Forecast at component level; 
20% forecast error; 90% cus-
tomer service 

Ten times larger product set;  fore-
cast error as in S3(1x) 

S4 To-Be 
Forecast at component level; 
10% forecast error; 90% cus-
tomer service 

Ten times larger product set;  fore-
cast error as in S4(1x) 

3.5 Semiconductor Value Chains 

To meet high levels of service with long lead times and uncertain de-
mands, semiconductor manufacturers often hold large inventories despite 
the risk and expense. Xilinx, a large manufacturer of application specific 
integrated circuits, uses design strategies like postponement to better con-
trol their inventory expenses (Brown et al. 2000). Under the postponement 
strategy, inventory is held at in a generic, non-differentiated form in the 
die bank and is differentiated when the demand is better known. To take 
full advantage of the postponement strategy, we worked with Xilinx to de-
velop an optimization model that determines the inventory levels in the in-
termediate and finished goods stocking points to allow for the best service 
at the lowest cost.  

Xilinx, like many semiconductor manufacturers, contracts out most of 
the manufacturing. Fabrication is performed at vendors in Taiwan and Ja-
pan. The wafers are then shipped to assembly vendors in Korea, Taiwan, 
and the Philippines, where they are held in die bank inventory until 
needed. Although separate die banks are maintained at each assembly ven-
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dor, transfer of die between vendor locations is done as needed. Thus, the 
die bank is modeled as a single inventory stocking location. Assembled 
parts are usually shipped to Xilinx facilities in San Jose or Ireland for test-
ing, where they are held in finished goods inventory.  

Since die bank inventory is more generic, it serves as an inventory post-
ponement point. The die bank inventory is managed using a wafer starts 
planning package. Given a desired inventory target, this package deter-
mines the total amount to start at the fabrication contractor using a 
monthly base-stock policy. Finished goods inventories are managed using 
a planning system based on assembly starts, with separate systems being 
run in Ireland and San Jose. In the problem formulation below, we discuss 
how such parts affect the results and how we include such parts in the ac-
tual implementation of the model at Xilinx.  

As with most inventory decision problems, choosing the appropriate ob-
jective function is difficult and highly dependent on the business environ-
ment. The key measure of service at Xilinx was total costed “delinquen-
cies” (costed backorders) across all parts, with each part having a different 
unit delinquency cost. The individual unit delinquency costs were deter-
mined using a percentage of unit revenue based on input from the sales de-
partment using the following factors: stage in product life-cycle, impact of 
product availability on future sales of other products, competitive nature of 
product, and proportion of the product’s demand due to key customers. 
Separate inventory budgets were to be specified for different echelons (die 
bank versus finished goods) and for different locations within an echelon 
(San Jose finished goods and Ireland finished goods).  

3.5.1 The Optimization Model 

The inventory system consists of two echelons. The upstream echelon is 
die bank inventory and the downstream is finished goods (FG) inventory. 
The FG inventory is distributed at a set of locations, indexed by 

},...,1{: Mi =∈ . Each location i supplies a set of end products, 

},...,1{: ii Nj =∈ S . A separate inventory is kept for each product to sat-

isfy its own demand stream. Let ijD  denote the demand (per time unit) for 

product j at location i, which is assumed to follow a normal distribution. 
For simplicity, we shall refer to such product at a given location as type ij
product.

Let 0 index the die bank location. There are 0N  types of die, each with 

its own inventory, indexed by },...,1{: 00 Nd =∈ S . The relationship be-

tween the two stages is a one-to-many mapping: each type of die is used to 
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make one or more end products, but each end product uses only a single 
type of die. Hence, for each 0S∈d , let dS  denote the set of end products 

that use type d die. Then, the demand for type d die is: 
∈ dji ijD

S),(
. (One 

unit of end product uses one unit of die.)  

Let dL  be the production lead time for each die d. Let ijL  be the lead 

time to transform die d into type ij product. The replenishment lead time 

for FG inventory (end products) is this nominal lead time, ijL , plus a delay 

time which takes into account the possible stockout of die bank inventory. 

This actual lead time, denoted ijL
~

, has expected value

,)()
~

( ddijij pLL τ+= EE (3.7)

where dp  is the stockout probability of type d die inventory used to make 

type ij product, and dτ  is the expected additional delay when this stockout 

occurs. Both quantities depend on the inventory levels of type d die. The 
derivation of the term dd pτ  in (3.7) is shown in Brown et al. (2001).  

Given information on the demand and lead times, we can derive the 
means and the standard deviations of demand over lead time: dµ  and dσ
for each die bank location d, and ijµ~  and ijσ~  for each product ij. Refer to 

the detailed derivation in De Kok and Graves (2003). 
For each ij product, let ijh  be the unit inventory holding cost (per time 

unit), and let ijs  be the unit backorder cost. For each type d die, let dh  be 

the unit inventory holding cost. The decision variables are ijR , the base-

stock level for each type ij product’s FG inventory, and dR , the base-stock 

level for each type d die inventory. As in the last section, we relate these to 
the safety factors dk  and ijk  as follows: 

dddd kR σµ ~~ += , ijijijij kR σµ ~~ += (3.8)

and treat the safety factors as decision variables. We have the following 
optimization problem: 
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where iC denotes the inventory holding cost budget for location i ,

and 0C is the inventory holding cost budget for die inventory; ijs  is the 

penalty cost for each unit of backordered ij product; ijh  and dh  are unit 

inventory costs; )(~
ijij kHσ  and )(~

dd kHσ  are expected safety-stock in-

ventories, where H is the function defined in (4); )(~
ijij kGσ  is the expected 

backorders, where G relates to H as follows:

),()()(][:)( xxxxHxxZxG Φ−=−=−= + φE

The objective of the optimization model is to minimize the expected de-
linquency costs, i.e. the penalty costs of backordered products. To mini-
mize overstocking risk for various products, managers often want to be 
able to place upper limits on the level of inventory allowed. For example, 
for a mature product nearer the end of its product life, setting a high inven-
tory target would not be wise. Thus, we add the following constraints on 
the safety factors to the optimization problem in (3.9): 

;,;,, 0SdkkMiSjkk ddiijij ∈≤∈∈≤

where ijk  and dk  are positive upper limits.

3.5.2 Case Study: Xilinx Semiconductor Value Chain 

One key question we wished to investigate was how the total inventory 
holding cost budget 10 CC +  should be split between the die bank and end 

products in order to minimize the delinquency cost. Figure 3.11 shows the 
optimal delinquency cost z* as a function of )/( 100 CCC + , i.e., the rela-

tive amount of inventory holding cost budget allocated to the die bank, for 
four scenarios. The inventory holding cost for all die types was held con-
stant at 0.1=dh  across scenarios, but the values of ijh  are changed. For 
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the four scenarios we used ijh  values of 1.0, 1.75, 5.25, and 10.50 and to-

tal inventory holding cost budget of 3,000, 4,000, 8,000, and 12,000 dol-
lars.

Fig. 3.11. Delinquency cost vs. relative budget allocated to the die bank 

From Figure 3.11, we learn that most of the inventory budget should be 
allocated to end products. For instance, when 0.1== dij hh , the optimal 

operating point is 0.2, suggesting that 20 percent of safety stock should be 
kept at the die bank, and 80 percent should be kept in finished goods. Ta-

ble 3.2 shows the delinquency cost z* and the optimal split *

0C  and *

1C  of 

the total inventory cost budget for each of the scenarios under study. In 
additional to reporting the budgets, the table also shows the total safety 
stock in units allocated to the die bank and finished goods. We observe 
that the while the percentage of inventory cost budget allocation to die 
bank actually decreases as the cost of holding FG stock increases, the 

number of units allocated to the die bank )( *

0
IE  versus the number of 

units allocated to finished goods )( *

1IE  increases. For example, when 

0.1=ijh , about 20 percent of safety stock inventory should be kept in the 

die bank, whereas when 5.10=ijh  the amount in die bank should be in-
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creased to roughly 55 percent. When ijh  is large, allocating a larger 

amount of inventory to the die bank is optimal since multiple units of die 
can be stocked at the same cost as, say, one unit of finished goods.  

Table 3.2. Summary of scenarios used to study the effect of product variety 

Holding 

cost ijh
Total 

Budget

Opt. DB 

Budget
*

0
C

Opt. FG 

Budget
*

1C
Objective 

Value

Die inventory 
(units)

)( *

0
IE

FG inventory 
(units)

)( *

1IE

1.00 3,000 600 2,400 106 605 2,423 

1.75 4,000 750 3,250 185 755 1,880 

5.25 8,000 1,000 7,000 343 1,005 1,349 

10.50 12,000 1,250 10,750 519 1,255 1,035 

Figure 3.12 shows the percentage of safety stock (in units) allocated to 
die bank as a function of FG holding cost ijh , for three different values of 

the FG backorder cost ijs . The amount kept in the die bank increases 

monotonically with ijh . When ijs  is high, the relative amount of safety 

stock that should be kept at the die bank becomes smaller. For example, in 
the specific case of 5.10=ijh , it is optimal to keep 64 percent die stock 

when 875.0=ijs , 56 percent when 75.1=ijs , and 48 percent when 

25.4=ijs .

In order to project the business improvements that can be achieved with 
optimization, we compared the optimized policy to the original policy im-
plemented at Xilinx when we began the development of the model. In the 
original policy, all finished goods buffers (for parts that were build-to-
stock) had the same target days-of-inventory, and all die bank buffers had 
the same target days-of-inventory. We used a full product set in order to 
compare the original policy and the optimized policy. The product set con-
sisted of 104 die bank parts, 314 finished goods parts held at the Xilinx fa-
cility in Ireland, and 1194 parts held at the facility in San Jose. Compari-
sons between the two policies were made in two different ways. First, the 
total inventory holding cost budget was held at the same level for both 
policies, and the projected improvement in delinquency cost was found. 
Thus, the inventory holding cost that resulted from the original policy was 
calculated and used as the holding cost budget constraint for the inventory 
optimization. The ideal split of this inventory holding cost budget between 
die bank and finished goods was found by running the inventory optimiza-
tion under a number of different splits. Under the resulting inventory tar-
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gets, the total delinquency cost was reduced by 54%. The huge improve-
ment was primarily due to reallocation of the inventory among the various 
finished goods parts. Inventory targets for stable finished goods parts with 
low delinquency costs and high holding costs were set lower, while inven-
tory targets for less stable parts with higher delinquency costs were set 
higher.

Fig. 3.12. Relative amount of safety stock (in units) allocated to the die bank 

Second, the total delinquency cost was held constant for both policies 
and the projected improvement in inventory holding cost budget was 
found. Then, the inventory optimization was run with a number of differ-
ent settings of the inventory holding budget until the budget was found that 
yielded approximately the same delinquency cost. The optimized policy 
was found to yield a policy with a 19.9% reduction in overall inventory 
holding cost (which includes work-in-process) and a 51.2% reduction in 
inventory holding cost budget when only safety stock was considered.  

3.6 Summary

We have described in this chapter optimization models aimed at studying 
the trade-offs between inventory and service levels in high-technology 
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value chains. We focused on three value chain architectures – complex 
configured hardware value chains, computer assembly value chains, and 
semiconductor value chains. Three different inventory optimization meth-
odology based on the characteristics of these three value chain structures 
were described. Several case studies were presented to illustrate the chal-
lenges of the value chains and how the analytical models were utilized to 
determine the operational inventory targets. These models capture the true 
multi-tier nature of industrial value chains that are subjected to non-
stationary demands, stochastic lead times, and attach-rate uncertainty. The 
application examples illustrate the importance of not just focusing on the 
traditional optimal inventory planning and control, but also on exploring 
alternative value chain designs such as delayed product differentiation, 
configure-to-order, or supply chain flexibility to achieve maximal opera-
tional and financial performance improvements.

We have observed that visibility throughout the supply chain, in particu-
lar in terms of measurements of performance and uncertainties, and the 
flexibility of the business process and infrastructure are critical for the suc-
cessful implementation of the inventory optimization tools as well as other 
decision support systems. Some of these issues will be discussed in more 
detail in the Sense and Respond chapter of this volume. Other issues that 
warrant further studies include coupling inventory optimization with ca-
pacity planning, demand smoothing (via dynamic pricing, for instance), 
and flexible supply contracts that allow various levels of risk sharing.  
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4 Product Pricing in the e-Business Era 

Aliza Heching and Ying Tat Leung 

4.1 Introduction

This article explores how pricing decisions are made in practice, and how 
traditional pricing practices are changing in this era of e-business.  A sur-
vey of the research literature reveals that one of the first explicit calls for 
model-based pricing decision support appeared in 1978. Today, some 25 
years later, we are beginning to see early implementations of commercial 
price optimization systems of this nature.  In this article we provide an 
overview of common pricing practices and the strategic and tactical pric-
ing-related decisions faced by a seller of products.  We survey the existing 
research literature and discuss the benefits of price optimization.  We de-
scribe key features offered by commercial pricing systems.  Finally, we re-
view some case studies which demonstrate the level of financial benefits 
that have been derived from the implementation of price optimization sys-
tems.  The case studies also serve to illustrate the typical first steps taken 
by businesses that wish to experiment with price optimization.   

Product pricing has evolved from simple list pricing, punctuated with an 
occasional sale or price markdown, to sophisticated pricing mechanisms 
including auctions, reverse auctions, dynamic pricing, and differentiated 
pricing based upon factors such as type of consumer and sales channel.  
The birth of these more sophisticated pricing mechanisms can perhaps be 
traced back to the time of airline deregulation.  Airlines, faced with stiff 
competition, high costs, and differentiated classes of customers, turned to 
more advanced pricing mechanisms as a means for financial survival. 

The rise in e-business is leading to increased interest by retailers in so-
phisticated pricing mechanisms. Successful implementation of a pricing 
mechanism requires a significant amount of data about customers and their 
buying habits.  Traditional (bricks-and-mortar) retailers collect numerous 
data types daily, including point-of-sale (“POS”) purchase data, store traf-
fic data, and logs of customer service calls. Web-based retailers (“e-
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retailers”) have access to another source of data, namely, click-stream data. 
Click-stream data provides a record of a user’s activity on the Web includ-
ing the order of Web sites or pages the user visits, length of time on each 
Web page, and possibly email addresses and other personal information 
associated with the user. Thus, the rise of e-business has brought with it 
the possibility and profitability of more sophisticated pricing mechanisms 
in the retail sector.  In addition, e-business allows for lower cost and more 
frequent (if needed) price changes as well as relatively low-cost price test-
ing to gain a better understanding of true market demand. 

Product pricing is now a consistent theme of retail trade shows and con-
ferences.  Further, an entire industry aimed at providing advanced pricing 
software solutions has been born, attracting high-tech start-up firms and 
veterans in supply chain management and enterprise resource planning 
alike.  The growing interest in the successful implementation of pricing 
mechanisms demands a careful study regarding the effectiveness of such 
mechanisms. The general press has dedicated detailed articles to this sub-
ject; see, e.g., McWilliams (2001), Merrick (2001), Tedechi (2002). A re-
cently published industry study (Marn, Roegner, and Zawada 2003) shows 
that product pricing is the most effective means for increasing profits 
among levers including sales volume, fixed costs, and variable costs. 

Product pricing mechanisms can be broadly classified into three main 
categories:  products sold through publicly posted prices, products sold 
through individually negotiated prices, and products sold through auction 
mechanisms.  Two fundamental distinguishing factors between these three 
mechanisms are which party determines the final selling price and at what 
point in the sales process is the final selling price determined.  In the first 
category, products sold through publicly posted prices, prices are posted 
by the seller and are non-negotiable. The purchaser always has full knowl-
edge of the final price that he will pay. Most consumer retail stores in de-
veloped countries sell products using publicly posted prices.  In the second 
category, products sold through individually negotiated prices, at the time 
that the purchaser initiates the buying activity he has no knowledge of the 
final price that he will pay. As part of the negotiation process, the pur-
chaser and seller engage in extensive discussions regarding many of the 
contract terms, including the selling price. Subsequent to this negotiation 
period, the seller determines a final offer price. The purchaser receives the 
firm price quote from the seller and makes his final purchasing decision.  
In the final category, products sold through auction mechanisms, at the 
start of the purchasing activity both the seller and the purchaser have no 
knowledge of the final sales price. Depending upon the specific auction 
mechanism, the quantity of product the buyer procures as well as the price 
per item are revealed only after the purchaser makes a purchase commit-
ment.  The final price is determined by the collective set of buyers and 
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sellers participating in the auction.  Products sold through responses to Re-
quests for Quotes (“RFQs”) put out by a business buyer are often sold us-
ing a combination of the second and third pricing mechanisms. The RFQ 
process is an (reverse) auction; after the winner has been determined, 
amendments to the originally stated orders (including the selling price) or 
other forms of negotiation may occur as a result of updated product offer-
ings or changes in the buyer’s needs.   

In this chapter we focus on the first two categories of pricing mecha-
nisms. We restrict our focus to pricing products that are physical or con-
sumable, such as consumer goods or parts used for manufacturing.  We do 
not consider pricing issues that relate to pricing financial products such as 
options, or one-of-a-kind artifacts such as antiques or fine art. Finally, we 
assume that the seller is always a business and do not consider the case of 
recreational selling of used items or collectibles by an individual. 

4.2 Pricing in the e-Business Environment 

The traditional bricks-and-mortar business environment is characterized by 
consumers who must physically enter a store to view merchandise and 
make purchasing decisions. Retailers face competition primarily from 
other retailers in close physical proximity. Price change decisions often en-
tail advertising associated with publicizing the new prices. Further, price 
changes often necessitate a physical marking on each individual item posi-
tion on the shelf to reflect the new prices. This process is both costly and 
time consuming. As a result, traditional retailers often limit themselves to a 
small number of price changes for any given item being sold. 

However, the advent of e-business has brought with it some fundamen-
tal changes in traditional methods of conducting business.  Due to the in-
herent automation that characterizes e-business, there is a low marginal 
cost associated with implementing a price change. This low marginal cost 
allows the seller more flexibility with respect to the number of price 
changes that he can consider during any given time period. Price changes 
can often be implemented via a change to a single database entry which 
will then trigger price label printouts at the retail stores and advertising on 
the store’s website. With the likely widespread future use of either digital 
display panels or electronic shelf labels, this process will be further simpli-
fied.

e-tailing is a “pure” form of retail e-business, where the retailer only has 
virtual stores on the Web and does not have any physical retail locations.  
e-tailing is characterized by the use of a website to display products for 
sale and to receive orders.  e-tailing has grown in popularity over the years, 
as there are many factors that render sales over-the-Web an attractive op-
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tion for sellers.  Displaying products via a website allows e-retailers to 
build a catalog that is much larger than anything that could fit into a mail-
box or into a retail store location.  Further, e-tailing allows for significant, 
if not complete, automation of processes such as order-taking and cus-
tomer service, thereby reducing transaction costs.  Web sales are often 
characterized by larger purchases per transaction; sellers often dynamically 
display complementary products to entice additional purchases.  e-tailing 
also provides opportunities for richer interactions with customers, as the 
use of automated tools allows e-retailers to provide additional services 
(such as e-mail confirmation when orders are placed or shipped, or when 
new products of similar kinds are announced) at very low cost to the re-
tailer.

Information technology that enables the existence of e-tailing brings 
with it changes which impact pricing strategies:  (i) The low marginal cost 
of price changes, as discussed above, allows the seller unprecedented 
flexibility with respect to the number of price changes and durations of ef-
fective prices. Dell.com reports that weekly price changes are routine; in 
fact, prices can be changed as often as daily (McWilliams 2001).  (ii) e-
tailing expands the geographic location of customers accessible by retail-
ers.  Whereas the reach of retail stores is limited (for the most part) to cus-
tomers in close geographic proximity to the retail location, websites can be 
accessed by customers globally.  Consequently, product life-cycles (or 
product shelf-lives) are longer as sellers are not constrained by the sea-
sonal cycles of a single geographic region.  The longer selling season im-
pacts pricing decisions used by e-tailers, who now have to consider the 
larger customer base and more varied customer demands.  Further, this ex-
panded reach brings with it a more fragmented market characterized by 
global competition, as consumers are exposed to websites of sellers from a 
wide range of geographic locations.  e-tailers must now consider pricing 
actions taken by a potentially large number of competitors and decide 
whether and how to respond.  (iii) e-business increases the number of sales 
channels via which a seller can reach his customers.  The majority of tradi-
tional retailers use only in-store sales as a means to generate revenues.  
(Some retailers also use catalogs as an additional means to access custom-
ers.)  The growth of e-business introduces new channels by which sellers 
can access customers, such as shopping from home, kiosks in public 
places, or even from one’s cellular telephone.  e-tailers have to consider 
the role of each of these sales channels, as well as the interactions between 
them, when making pricing decisions.   
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4.3 Current Pricing Practice 

One can distinguish the use of different pricing mechanisms into two cate-
gories, according to the target purchaser of the goods.  These two catego-
ries are: business-to-consumer (“B2C”) and business-to-business (“B2B”).  
B2C refers to a retailer or manufacturer selling directly to consumers; B2B 
refers to a retailer or manufacturer selling to other retailers or manufactur-
ers.  Table 4.1 provides a list of common pricing mechanisms. 

If we consider this list of pricing mechanisms, B2B engagements are 
most typically paired with special bids (responses to RFQs), auctions, 
trade promotions, quantity discounts, and annual rebates.  Special bids can 
sometimes be viewed as a special case of a reverse auction where there is 
only one round of blind bidding.  B2C engagements are typically paired 
with every day low pricing (“EDLP”), high-low or promotional pricing, 
end-of-season markdowns, bundling discounts, non-linear pricing, non-
price promotions, discount coupons, and early bird specials. 

Adoption and successful implementation of any pricing mechanism re-
quires both strategic and tactical planning.  Strategic planning is used to 
determine which pricing mechanism(s) to use on what product in which 
market.  Once a pricing mechanism is selected, tactical planning is used to 
make decisions regarding proper implementation of the pricing mechanism 
selected during the strategic planning phase.   

As an example of this dual-decision process, consider a B2C retailer 
faced with the strategic decision of whether to adopt an EDLP pricing 
strategy or a high-low pricing strategy.  This decision is dependent upon 
the target market, the products sold, the long term brand image, and the re-
tailer’s overall marketing and operational strategies. Typically, a medium-
to-large retailer uses more than one pricing strategy for its different prod-
ucts and markets, and perhaps even for its different channels.

After the strategic decision is made, the retailer is faced with a set of 
tactical decisions. If the retailer adopts an EDLP pricing strategy, the buyer 
must determine the single selling price that will be used for the majority of 
the selling season, as well as markdown decisions for seasonal items (dur-
ing the end-of-season clearance period) and discontinued items (during the 
close-out period). If the retailer adopts a high-low pricing strategy, the 
buyer must determine, for each product, a set of prices that will be used 
during the selling season. The buyer must coordinate the pricing decisions 
with non-price promotions decisions. A survey of pricing strategies typi-
cally used by retailers of consumer packaged goods can be found in 
Shankar and Bolton (2003). 
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Table 4.1.  List of common pricing mechanisms 

Pricing Mechanism Description 

Special bid Customized price tailored for each RFQ. 

Auction 
In its simplest form, public selling of an 
item to the highest bidder.  Many more 
sophisticated forms exist. 

Quantity discount Price is lowered as a function of the total 
purchase volume of the order. 

Annual rebate 

Rebate to purchaser at end of year; mag-
nitude of rebate is determined according 
to the total purchase value over the entire 
year. 

Contract pricing 

Items sold over a given time period at a 
pre-negotiated price in a pre-specified 
volume range, possibly with multiple 
price-volume range pairs.  Other condi-
tions such as order or supply lead times 
also apply. 

Trade promotion 
Co-operative promotion to the end-
consumer by two or more businesses 
(such as a manufacturer and a retailer). 

Every day low pricing      (“EDLP”) Item is sold at a single, fixed price; this 
price does not change over time. 

End-of-season markdown 
Common practice for seasonal items; re-
duce selling price at end-of-season in at-
tempt to deplete remaining inventories. 

Bundling discount 
Price reduction is offered if customer 
purchases a pre-specified group (bundle) 
of items. 

Non-linear pricing 
Different size packs are priced as sepa-
rate items, not directly proportional to 
the pack size. 

Non-price promotion 

Non-price related incentive offered to in-
duce purchase of item (such as position-
ing of item at prominent locations in a 
store). 

Customer loyalty program 
Selected items sold at a reduced price to 
customers participating in a loyalty pro-
gram. 

Discount coupons 
Coupons provided to possibly selected 
customers that entitle the customer to 
cash rebates on certain products 

Early bird special Price reduction offered if purchase item 
during specified time periods. 

Estimating demand sensitivity to price and promotions is one of the 
more challenging aspects of the tactical decision-making process. The 
buyer often uses the retailer’s historical demand and price data to help with 
this estimation.  Typically, the buyer has electronic access to the business’ 
historical data through the use of databases or, more likely, online analyti-
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cal processing front-ends to databases. For some industries, the buyer may 
even have historical sales and price data at an aggregate level for a market 
or product category (e.g., A.C. Nielsen for the grocery industry or A&S for 
the personal computer industry). Some businesses analyze the impact of 
promotions and markdowns on sales, typically by estimating “lift factors” 
corresponding to specific promotion types or markdown percentages used 
historically in the product family.4  Market information vendors (e.g., A.C. 
Nielsen) sell lift factor analysis on commodity products in a set of specific 
markets (at the aggregate level) or for a specific store (with POS data pro-
vided by the customer). 

Retailers often use manual or ad-hoc methods, rather than optimization 
tools, to make these strategic and tactical decisions.5  For example, many 
buyers use spreadsheets to compute key performance measures such as to-
tal revenue, gross margin, or return on inventory investment for a product 
family or group of stores over a given time horizon.  The buyer uses the 
spreadsheet to measure the impact of implementing different pricing or 
promotion decisions on the key performance measures. The results of this 
analysis guide strategic and tactical decision-making. However, this analy-
sis is time consuming and costly, and the accuracy of the results depends 
heavily upon the accuracy of any measures estimated by each individual 
buyer.

In the case of a B2B transaction the same dual decision process is re-
quired, but the decisions that must be made are different in nature. For a 
B2B retailer, strategic decisions include determining criteria for a cus-
tomer to be eligible for contract pricing, annual rebates or other quantity 
discounts, and target gross margins for products sold by sales representa-
tives.  (These target gross margins may be specified by market or by prod-
uct family). Other strategic decisions include determining the magnitude of 
contract or quantity discounts and the value of annual rebates as a fraction 
of the sales price.  Once the strategy is in place, tactical decisions include 
the degree of control allowed to sales representatives or bid-response 

                                                     
4  A lift factor measures the change in sales resulting from a price change or 

promotion, and is computed by comparing the sales volumes between two or 
more historical time periods which are similar in all aspects except price or 
promotion type.  If more than one aspect of two historical time periods differ, 
linear regression is typically used to estimate the effect of each factor.   

5  By the term “manual” we mean that the user makes decisions based upon his 
estimation.  The user may (and most likely will) have access to sources of data, 
such as historical sales, but these sources simply display historical facts and do 
not provide predictive computation.  We use the term “manual” independent of 
whether the overall procedure is in any way computerized. 
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teams.6  Closely related to these decisions are the incentives offered to the 
sales teams, which indirectly influence the ultimate selling price.  Because 
these decisions are indirect levers of control, rigorous mathematical mod-
eling is seldom used in practice.  Occasionally, a B2B retailer tries to gain 
insight into optimal tactical decisions by performing empirical studies to 
compare different regions or to experiment with different degrees of price 
control.

In a B2B relationship, the B2B seller (e.g., the wholesaler) sells to the 
B2C seller (e.g., the retailer) who in turn sells to the end consumer.  B2B 
retailers guide their wholesale pricing decisions by estimating demand re-
sponse to changes in prices and promotions.  The wholesaler’s attempt to 
measure end-consumer response to price and promotion decisions is com-
plicated by the following two factors: (i) the retailer employs a pricing and 
promotion scheme which may not reflect that suggested or employed by 
the wholesaler and (ii) the retailer may not be willing to share end-
consumer data with the wholesaler. To mitigate the effect of these factors, 
wholesalers often include clauses in contracts with the retailers that define 
guidelines regarding the relationship between retail and wholesale prices.  
The impact of (ii) is mitigated by the development and adoption of cost ef-
fective information technology and the increasing understanding of the 
value of information sharing along a supply chain (see, e.g., Gallego 
(2000)).

For medium-to-large sized B2B businesses, selling price decisions are 
often left to the sales or bid-response teams. The price for each product 
sold to each customer is determined based upon a large number of factors 
including, for example, the previously determined long-term sales strategy 
for the given customer, the total value of the transaction, the current inven-
tory positions for all of the products in the transaction, and the probability 
of winning the bid for the transaction. The latter factor is estimated using 
methods similar to those employed to predict product demand given its 
price.

The appropriateness of the pricing decisions made by the sales or bid-
response teams is largely dependent upon the expertise of each individual 
pricer.  These decisions are generally manually determined, using histori-
cal bid or sales data.  Prices offered in face-to-face negotiations (as op-
posed to RFQs) are even more difficult to determine as the pricer must, in 
general, determine the bid price in real time.  Cases where the purchaser 
provides a yes/no response after seeing the bid price can be viewed as a 
first-price sealed bid auction (see, e.g., Riley and Samuelson (1981)). In 

                                                     
6  The degree of control can be expressed as a minimum gross margin, minimum 

gross profit per transaction, or both.   
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practice, however, there are often multiple rounds of bidding, even with 
formal RFQs.  This lack of fixed structure in the sales negotiation process 
complicates the optimal pricing analysis.  The pricing decision relies heav-
ily on the potential purchaser’s response to the price offered, forcing the 
practitioner to use a manual process for determining prices. 

Thus, optimal pricing and promotion decisions both in the B2C and B2B 
arenas are difficult to determine.  For the most part, these decisions are 
made using manual techniques, and the quality of the decisions is largely 
based upon individual pricer expertise and the accuracy of estimates made 
by the buyers. 

4.4 Research Literature 

Pricing-related issues have been addressed in the economics, marketing, 
operations research, and operations management press. In this section we 
provide an overview of the research literature that can be used for decision 
support as opposed to papers whose primary contribution lies in studying 
the dynamics of optimal prices.  We refer the reader to Elmaghabry and 
Keskinocak (2003), Yano and Gilbert (2003) and Chan et al. (2004) for 
more extensive surveys of existing pricing literature.   

Much of the contribution of the economics literature to the pricing area 
lies in providing high-level models to analyze the various forms of price 
discrimination, both in B2B and B2C settings. See, for example, Wolf-
stetter (1999) for a discussion of pricing in a monopoly and an oligopoly.  
Riley and Zeckhauser (1983) provide an interesting argument describing 
the benefit to the seller of non-negotiable, posted pricing.  Another major 
thrust of this literature is to understand how changing market conditions 
impact selling prices. In particular, the literature studies the phenomenon 
of price “stickiness,” where prices remain relatively stable in spite of 
changes in market conditions. See for example, Blinder (1982) and Ami-
hud and Mendelson (1983). Monroe and Della Bitta (1978) provide a sur-
vey on models for pricing decisions, and calls on researchers and practitio-
ners to focus on model-based pricing. The economics literature also 
focuses on developing models that describe human purchasing behavior.  
The Bass diffusion model (Bass 1969) is a well-known model for describ-
ing how consumers make purchasing decisions. Extensions to this model 
as well as many additional models of similar nature have been developed 
in the economics literature.   

While the microeconomic models are elegant and insightful, for the 
most part they do not address operational rules or provide analytical sup-
port that can be used in price decision making. We now turn to the contri-
butions of the marketing and operations literature. 
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B2C pricing has experienced a surge in research activity over the last 
decade.  At the strategic planning level, Ho et al. (1998) study the condi-
tions under which EDLP or high-low pricing is beneficial.  In tactical pric-
ing, Smith and Achabal (1998) is one of the first studies that garnered at-
tention from retailers.  There, the authors study the problem of pricing 
during the end-of-season clearance period.  They consider a continuous 
time, continuous price setting with deterministic demand, where the objec-
tive is to maximize profit.  The retailer must determine the optimal initial 
(at the beginning of the clearance period) inventory commitment, I0, and 
optimal price trajectory as a function of time, p(t).  Inventory commitment 
is defined as the sum of on-hand inventory plus the sum of all future deliv-
eries (orders that have not yet arrived).  The sales rate is assumed to be a 
function of time (seasonality), selling price, and remaining on-hand inven-
tory, and is denoted by x(p,H,t) where p,H,t denote the selling price, on-
hand inventory, and time, respectively.  The sales rate is assumed to drop 
when inventory falls below a certain level (referred to as the “fixture fill”).   
The problem is to maximize profit, given by 
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where p(t) is the price trajectory at time t, I(t) is the inventory commitment 
at time t, I0 is the optimal inventory commitment at the start of the clear-
ance period, se is the total number of units sold by the end of the season, ce

is the per unit salvage value for inventory remaining at the end of the sea-
son, and c(I0) is a piecewise linear function that represents total inventory 
cost. (Total inventory cost includes cost to order additional inventory, cost 
to display inventory in the store, cost to reduce inventory should the start-
ing inventory commitment exceed the optimal inventory commitment, and 
salvage value for unsold merchandise remaining at the end of the season.) 

The authors use optimal control theory to characterize the optimal solu-
tion.  By adopting assumptions regarding the form of the sales rate, the au-
thors are able to explicitly solve for the optimal values.  The authors con-
clude the paper by describing three different implementations of their work 
at major retail chains.  The results of these implementations are discussed 
in the Case Studies section below. 

Gallego and van Ryzin (1994) study the stochastic demand version of 
this model and analyze the problem using optimal control theory. They 
also extend the problem to cases where only a discrete set of prices is per-
mitted, the initial inventory level is a decision variable, and inventory re-
plenishments are possible (as opposed to a clearance setting where no new 
inventory will be ordered). Bitran and Mondschein (1997) consider a simi-
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lar problem, and use dynamic programming to determine the optimal pric-
ing strategy. 

Motivated by the work in these two papers, Bitran, Caldentey, and 
Mondschein (1998) consider the problem of setting optimal prices for per-
ishable products (specifically, fashion items) at a chain consisting of n
stores.  They work together with a retail fashion chain in Chile to develop 
markdown pricing policies, and compare the results of these policies to 
those achieved by the retailer.  The items have little value at the end of the 
season, as they are fashion items that are not in demand once the season 
has ended.  The problem is to optimally set prices during the clearance 
markdown period, with the objective of maximizing total discounted ex-
pected revenue.  The retailer is constrained to charge a common price at all 
retail locations, though the demand distributions are not necessarily the 
same across retail locations.   

The selling season is divided into K review periods, where pricing deci-
sions must be made at each review period.  (Due to the short selling season 
relative to the long inventory procurement lead time, it is assumed that in-
ventory decisions are made prior to the start of the selling season and no 
inventory replenishments are possible during the selling season.)  The cus-
tomer arrival process at each retail location follows a Poisson distribution 
with a time-dependent arrival rate, ik, where i=1,…,n denotes the store lo-
cation and k=1,…,K denotes the review period.  (We note that review peri-
ods are numbered according to time-to-go, so that k=1 denotes the end of 
the season.) Customers will only purchase an item (i.e., an arrival will be 
converted to actual demand) if the item’s selling price, p, is below the cus-
tomer’s reservation price.  The authors assume that demands for different 
items are uncorrelated (though they mention that revenue improvements 
could be realized if demand correlation is explicitly considered in the 
model).  The paper considers two different business rules: (i) no inventory 
transshipments between retail locations are permitted and (ii) inventory 
transshipments between retail locations are permitted during the selling 
season.  The authors formulate the problem under each of these business 
rules using dynamic programming. We present here the model assuming 
business rule (i), where no inventory transfers are permitted, is followed. 
Thus, the problem under business rule (i) is formulated as follows: 
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and boundary conditions 

Vk(0,…,0)=0 for all k=1,…,K and 
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V0(c10,…,cn0)=0 for all c10,…,cn0,

where Vk(c1k,…,cnk)= total expected revenue from review period k until the 
end of the selling season, when starting inventory at retail location i is cik

and the optimal price is implemented in each period, for all i=1,…,n and 
k=1,…,K, and Pr(Dk(p)=(ji,…,jn)) = probability that ji,…,jn customers (in store 
locations 1,…n, respectively) wish to purchase the product at review pe-
riod k, for all k=1,…,K.

Due to the large dimension of the state space, for any reasonable value 
of n, the authors propose heuristic methods for solving the problem.  The 
authors conclude by applying their methodology to real data obtained from 
a fashion retail chain in Chile and comparing the profits achieved to those 
actually achieved by the company. The authors studied six products, but 
report on the results of two. (The remaining four products had similar re-
sults.)  For product 1, the heuristic leads to a 16.1% increase in revenue 
over those actually achieved by the chain; the results for product 2 are 
similar.

Tellis and Zufryden (1995) consider a more comprehensive demand 
model which includes the effects of brand loyalty, stockpiling, and cus-
tomer segmentation. The profit maximization problem is formulated as a 
nonlinear integer program and is solved using the Solver optimization 
module in an Excel spreadsheet. While this approach can provide insight 
into the more general pricing problem, it is not a practical solution for a re-
tailer with tens or hundreds of stores and thousands or tens of thousands of 
items in each store.   

Heching et al. (2001) consider the case of maximizing revenue or profit 
over the entire selling season (of length T periods) for custom configured 
products with related bill-of-material structures. The custom configured 
products are composed of a number of components. The retailer faces pe-
riodic decision points; at each decision point the retailer must determine, 
for each component, the procurement quantity and any promotions or 
markdowns to offer in the current period. Demand, however, occurs at the 
system level (consisting of a set of components as specified in the bills-of-
material). The selling price of a system is simply the sum of the prices of 
the components. 

Demand for component b at time t is modeled as a deterministic func-
tion defined as 

Dbt(mbt,p
r

bt) = f(sbt,mbt,p
r

bt,mb’t,p
r

b’t),

where
mbt = markdown for building block b at time t, t=1,…,T  
pr

bt = promotion offered for building block b at time t, t=1,…,T 
sbt = seasonality factor for building block b at time t, t=1,…,T
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mb’t = markdowns for related building blocks b’ at time t, t=1,…,T
pr

b’t = promotions for related building blocks b’ at time t, t=1,…,T.   

The final two parameters capture the impact of other components on 
demand for component b. For example, if building block b represents a 
16MB memory chip, promotions or markdowns offered on 32MB memory 
chips may impact the demand for the 16MB chip. Promotions and mark-
downs are selected from a pre-specified menu of options. 

The demand models for the different components are constrained to en-
sure that the ratios of these component demands satisfy the final products’ 
bills-of-material.  The retailer faces both promotion and markdown budg-
ets; the total dollar value of all sales-related promotions (markdowns) for 
all components combined cannot exceed the promotion (markdown) 
budget.  The promotion budget constraint can be expressed 
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tbprc is the cost for offering pro-

motion type pr for building block b at time t, 1=
trbp

c if promotion pr is of-
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variables are defined to  specify the relationship between the pre-specified 
menu of allowable markdowns ( Mm ∈ ) and the actual percentage reduc-
tions in selling price from the list price for component b announced at the 
beginning of the selling season (pb).  Let 1=bmtv  if markdown m is of-

fered for building block b at time t and 0=bmtv otherwise.  Assuming that 

markdowns are offered in 5% increments, the magnitude of the actual 
markdown offered for component b at time t is defined by 
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bmtv  ensures that only a single markdown is offered 

for any component in any time period. Then the markdown budget con-

straint can be written as .
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 Similarly, the re-

tailer faces a procurement budget such that the total amount spent procur-
ing components cannot exceed the procurement budget. One can 
incorporate various business-related constraints such as a limit on the total 
number of markdowns or promotions offered (to maintain their effective-
ness), restrictions relating to markdowns or promotions in consecutive pe-
riods, and constraints that restrict the retailer from offering a markdown or 
promotion during the first few periods of the selling season. 

The objective is to maximize total profit over the entire selling season; 
the objective function can be written as follows:  
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btq is sales of building block b at time t, btc  is the cost to procure a unit of 

component b at time t, btπ  is the per unit stockout penalty cost for compo-

nent b at time t, and btd  is demand for building block b at time t.

(We note that in the case of supply constraints, demand in a given pe-
riod may exceed sales in that period.) 

The difficulty in the formulation arises from the fact that the revenue 
term is non-linear in both qbt and vbmt.  Considering that the number of fea-
sible solutions is exponential in the length of the planning horizon (T) and 
the number of allowable markdowns, the possibly high frequency with 
which some retailers review and dynamically modify product prices (see, 
e.g., McWilliams (2001)), and the large number of components interrelated 
through the bill-of-materials, this optimization problem cannot be solved 
in any reasonable amount of time for a typical length of planning horizon 
and set of permissible markdown.  The authors develop efficient heuristics 
that provide close-to-optimal solutions while ensuring a reasonable run-
time.

Gallego and van Ryzin (1997) consider a similar problem of maximiz-
ing the revenue from a set of products over a finite horizon, assuming that 
the product demand follows a stochastic point process.  The authors first 
analyze the deterministic version of the problem and show that the deter-
ministic model provides an upper bound on the revenues that can be 
achieved.  Based on the solution to the deterministic model, the authors 
suggest heuristics for solving the stochastic problem.  These heuristics are 
shown to be asymptotically optimal as expected sales tend to infinity.  
Heching et al. (2002) report on an empirical study in which results from 
such optimization models are compared to the pricing decisions made by a 
retailer.  Their results indicate that retailers should take markdowns of 
smaller magnitude earlier in the season, rather than taking steep mark-
downs late in the selling season.  (See the Case Studies section for more 
detailed discussion of this work.)   

Sometimes, for each product, there exists a menu of fixed prices from 
which the planner can select.  Such situations can arise when pricing and 
product planning functions are performed by different organizations within 
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a company.  Feng and Gallego (1995) consider this problem under a Pois-
son demand assumption, where the planner must decide the timing of a 
single price change (either price increase or price decrease).  The authors 
use optimal control theory to show that there exists a sequence of price-
dependent time thresholds that dictate whether or not a price change 
should occur given the quantity of inventory remaining at any point in the 
sales horizon. Aviv and Pazgal (2003) also consider the case of a single 
price change. Here, the authors consider a case where demand is correlated 
over multiple periods.  The retailer must make three decisions: an initial 
selling price (p1), a markdown price (p2), and the time at which to make the 
price change (TD). Customers know the nature of the pricing policy (i.e., 
single markdown) but do not know the values of (p1, p2, TD). The authors 
study the loss in profit that arises when sellers assume that consumers are 
myopic (i.e., purchase at time t if the selling price is below their reserva-
tion price, ignoring the knowledge that a price markdown will occur in the 
future).

Aviv and Pazgal (2002) consider dynamic pricing of fashion goods over 
a short selling season.  The retailer is uncertain of the exact value of the 
parameters of the demand distribution, and it modifies its estimate of the 
demand distribution as he observes demand.   

Closely related to the problem of price optimization is the combined 
problem of determining price and inventory levels. Eliashberg and 
Steinberg (1991) provide a survey of problems that lie at the interface be-
tween marketing and production decisions.  More recent works in this area 
include Subrahmanyan and Shoemaker (1996), Federgruen and Heching 
(1999), Petruzzi and Dada (1999), and Van Mieghem and Dada (1999). 
Chan, Simchi-Levi, and Swann (2002) consider combined pricing and in-
ventory control in the presence of capacity constraints, lost sales, and dis-
cretionary sales, where a retailer may choose not to meet all demand even 
if inventory is available. Chen and Simchi-Levi (2002) allow for a fixed 
component to the ordering costs. A recent paper by Ahn et al. (2004) con-
siders combined pricing and inventory decisions when the purchase deci-
sion in period t is dependent on prices over multiple periods rather than the 
price prevailing during period t alone. Also related is the problem of pric-
ing products in conjunction with service-related decisions. See Hassin and 
Haviv (2003) for a survey of basic models in this literature.  Extensions to 
more complicated situations have been suggested, for example, by Bern-
stein and Federgruen (2001) and Maglaris and Zeevi (2003). 

Many of the papers referenced above consider a setting where sellers 
operate as monopolists. There has also been significant research interest 
focusing on pricing decisions in the face of horizontal or vertical competi-
tion.  This area of the literature assumes that sellers may be facing external 
competition and may also be managing a portfolio of competing products. 
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See, e.g., Gallego and van Ryzin (1997), Tsay et al. (1999), Gilbert (2000), 
and Zhu (2002). 

The B2B pricing research literature is less rich than its B2C counterpart.  
Papaioannou and Cassaigne (2000) provides a recent review of statistical 
models for bid pricing in an RFQ environment. A basic assumption in 
these earlier models is that complete historical data on bids (including 
those submitted by competitors) are available. This assumption is satisfied 
for the purchaser, but not for the seller. To avoid this problem, Cassaigne 
and Papaioannou (2000) proposed an expert system approach to estimate 
the bid-win probability (i.e., the probability that a seller will win a bid). 
Similar in spirit, but using a data mining approach, Lawrence (2003) esti-
mates the bid-win probability using only those data available to the seller. 
Cao et al. (2002) use a machine learning approach to determine the win 
probabilities and to estimate missing win-loss information from historical 
bidding data. One could also use discrete-choice analysis to model buyer 
behavior and to estimate the bid-win probability. See, e.g., Ben-Akiva and 
Lerman (1985) for a discussion of discrete choice models. Talluri and van 
Ryzin (2000) have used this approach in the context of airline revenue 
management.)  Once the bid-win probability is estimated as a function of 
selling price (and other factors), the problem of maximizing the expected 
profit of that particular bid is relatively straightforward. 

Another stream of B2B literature focuses on the relationship between 
price and promotion decisions taken by the wholesaler and the retailer. In a 
number of industries, manufacturers often plan promotions (both price and 
non-price related) in collaboration with retailers. In these cases the manu-
facturer typically contributes some money to an end- consumer promotion, 
say, in the form of a direct payment or a price reduction to the retailer.  
The retailer may then decide to contribute his own money to boost the 
promotion, for example, in the form of a price reduction to the consumer.  
Alternatively, the retailer may decide to retain the entire promotion contri-
bution from the manufacturer and take no action to promote the product to 
the consumer (though such actions are sometimes restricted by terms and 
conditions in an explicit contract between the wholesaler and the retailer). 
The fraction of a manufacturer’s promotion that is reflected in a promotion 
seen by consumers, called the pass through rate, is a retailer’s decision that 
can be optimized. Arjunji and Bass (1996) describe a model to optimize 
the pass through rate, retail promotion duration, and order quantity for a 
manufacturer-promoted product. Krishna and Kopalle (2003) investigate a 
similar situation in a multi-product environment. Silva-Risso et al. (1999) 
report a decision support system for a manufacturer to determine an opti-
mal promotion plan given a known and constant pass through rate. At a 
more strategic level, Neslin et al. (1995) investigate the relationship be-
tween retailer / consumer behavior and the manufacturer’s optimal promo-
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tion plan. Although the focus of the paper is on managerial insights, the 
optimization model described therein provides guidelines for a model that 
could be used for tactical decision support. 

4.5 Commercial Systems 

Though airlines have been profitably employing sophisticated pricing 
mechanisms (yield management) for over two decades, retailers have been 
slower in adopting these more advanced methods.  Retail pricing decisions 
have traditionally been left in the hands of buyers, who rely on a combina-
tion of intuition and spreadsheet calculations to make pricing decisions.  
Decisions are often driven by target margin objectives, frequently resulting 
in misalignment between consumer demand and retail prices.  However, 
successful implementation of yield management in airline pricing as well 
as tougher economic conditions have convinced retailers that there may be 
financial benefit in using mathematical models for optimizing pricing deci-
sions.  This growing recognition has brought with it a demand for solution 
providers to develop software that addresses the complexities associated 
with retail pricing optimization.

In response to this demand, a number of software tools have been de-
veloped with the objective of improving retailer profitability through price 
optimization. In this section we discuss the available commercial price op-
timization tools. At this time, the majority of commercial systems are de-
signed to support decision-making in the B2C retail industry with publicly 
posted prices. For brevity, we use the term price optimization system with 
the understanding that the system may also provide promotion optimiza-
tion.

Most of the vendors who offer retail pricing optimization tools are new 
to the revenue management arena, and have not traditionally offered airline 
yield management tools. These include DemandTec, i2 Technologies, 
Khimetrics, KSS Group, Manugistics, Metreo, ProfitLogic, Rapt, Spotlight 
Solutions, Zilliant. O’Neill, Daggupaty, and Cauley (2003) and El-
maghraby and Keskinocak (2002) provide an overview of some of these 
vendors.  Supply chain management vendors, such as i2 Technologies and 
Manugistics also provide offerings in the price optimization area.   

The commercial offerings typically provide two major functions: (i) a 
demand model and (ii) price optimization.  The demand model determines 
demand as a function of selling price and other factors. This demand func-
tion is used by the optimization model to maximize profit or revenue, 
while considering user-defined constraints such as business rules, current 
inventory levels, required service levels, and length of the selling season.  
The business rules constraints ensure that the computed solution is sensible 
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from the end-consumer’s perspective and that specified business strategies 
and policies are observed.  For example, the seller may constrain the sys-
tem such that a larger package size of a product should be priced higher 
than a smaller package size of the same product, or that national brands 
should be priced at least as high as a house brand of the equivalent prod-
uct.  Other business rule constraints may include the number, magnitude, 
or frequency of allowable markdowns, or constraints requiring that groups 
of items must always be marked down simultaneously. An additional fea-
ture offered by these systems is to consider the multiple sales channels 
(and multiple store locations within the “bricks-and-mortar” sales channel) 
and provide optimal channel-specific and location-specific prices for each 
product.

In developing demand models, each software solution from a vendor 
uses its own, often proprietary, method. This difference can be quite criti-
cal, as the estimated demand function is an underlying driver of the price 
optimization model. The form and coefficients of the demand model are 
determined using historical sales and price data.  Cost data, competitive ac-
tions, prevailing market conditions, cost of capital, salvage values, and in-
ventory carrying costs are also important factors to be considered. Ideally, 
historical sales data are obtained from corporate databases or directly from 
POS systems. Methods for modeling demand include, for example, simple 
“lift factor” calculations, traditional econometric models, and consumer 
choice models.  Some vendors determine the appropriate demand model 
for each product by using an “attribute management system.” In this ap-
proach, products with similar attributes are clustered together. A library of 
demand functions is maintained, and econometric modeling is used to find 
the demand function that fits best with each cluster of products. 

Developing demand models and searching for a revenue or profit maxi-
mizing solution given these demand models (with estimated parameters) 
and the business constraints, are nontrivial tasks with respect to computa-
tional complexity and the quality of the solution. These two tasks serve as 
technical differentiating factors in the business. To specify the constraints, 
most vendors provide a user-friendly interface. For example, a list of re-
lated constraints can be specified by using a ‘for’ loop, similar to a high 
level programming language. Managing these constraints is challenging 
since there is typically a large set of constraints (often in the thousands) 
which need to be manually input and maintained.  Even if one considers a 
simplified demand model where each product is modeled independently of 
other products, many business constraints (such as the relationship of the 
prices of the different pack sizes) will link products together, producing a 
large set of constraints.

In the retail trade, the prices generated by the price optimization system 
are reviewed by the buyer.  Buyers often perform scenario testing to study 
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the profitability of implementing the suggested pricing strategy under dif-
ferent scenarios. (Most commercial systems offer some level of automated 
scenario testing capability.) Once the buyer determines the final pricing 
strategy, the prices must be rolled out to store locations. Some automation 
method has to be put in place, such as a bridge between the price optimiza-
tion and price management or POS systems. The results of these price de-
cisions must be measured and monitored as consumer response to retail 
prices is observed, to ensure that the planned profit or revenue will be met. 
To this end, the price optimization software may have functionality that al-
lows the retailer to analyze and monitor the impact of pricing decisions on 
sales and margins.  Price adjustments due to competitive actions and sea-
sonal changes may require the retailer to use the price optimization system 
one or more times to revise the retail prices.

Recently, a small number of systems have been developed to support 
pricing in B2B arrangements.  For example, the B2B pricing system de-
veloped by Manugistics analyzes a specific customer contract (for exam-
ple, a contract proposed in the context of an RFQ) and recommends opti-
mal prices for the set of products included in the contract. The logic is 
fundamentally similar to that of a B2C system with the exception that each 
customer is classified into a specific market segment and historical data 
from that segment alone is used to estimate the demand model.  In addi-
tion, a contract-win probability is estimated as a function of price and other 
factors.

The demand model generated by the price optimization system is used 
to drive pricing decisions.  On the other hand, businesses typically have a 
demand forecasting system, perhaps appearing as a module in their enter-
prise resource planning or supply chain management systems, that is used 
to drive inventory, production, and other planning decisions.  The use of 
different demand forecasting models to drive different business decisions 
is highly undesirable and may lead to uncoordinated decision-making. 
Consequently, methods must be determined to reconcile between the fore-
casts generated by the two systems.     

It should be noted that the terms “price or promotion optimization” or 
“price or promotion planning” have been used rather loosely in the mar-
ketplace.  In some cases the system does not provide any automatic opti-
mization per se, but instead provides relevant information (such as histori-
cal sales reports) that help the user optimize prices or promotions.  These 
systems do not have an underlying demand model or an optimization en-
gine, and are instead focused on business data analysis, data management, 
and workflow. OLAP (On-Line Analytical Processing) based systems or 
price management systems (e.g., price management modules in common 
ERP systems) fall within this category.  Such systems are clearly useful in 
their own right but are not the focus of this article. 
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4.6 Benefits of Price Optimization 

As with revenue management systems used by airlines, it is difficult to ac-
curately assess the financial benefits of a price optimization system.  The 
accuracy of this estimate depends largely upon the accuracy of the estimate 
of demand sensitivity to prices and promotions, which is difficult to meas-
ure. Typically, one of the following two approaches to estimate a demand 
model is adopted: 

(i)   The seller uses historical data to develop a demand model. The seller 
uses this demand model to simulate historical sales (and associated 
profits and revenues) assuming that the prices (and promotions) sug-
gested by the price optimization system are adopted.  The profits and 
revenues generated in the simulation are compared with the true his-
torical profits and revenues.  This gives an estimate of the profit and 
revenue improvement that can be achieved by using the price optimi-
zation system.  The estimated improvement is adjusted to account for 
inaccuracy in the demand model.  The adjustment is commonly per-
formed by estimating the inaccuracy in the demand model in one of 
two ways: (a) Compute the percent difference between the demand 
predicted by the demand model using the historical price vector to the 
actual historical demand.  This percent difference is used to adjust the 
revenue improvement estimated in the simulation.  (b) Compute the 
percent difference between the demand predicted by the demand 
model using the historical price vector and the demand predicted by 
the demand model using the price vector suggested by the price opti-
mization system.  This percent difference is used to adjust the revenue 
improvement estimated in the simulation.  The intuition behind this 
method is that the predicted differences in demand (when the prices 
are different) may be relatively accurate, even though the actual de-
mand observed for any given price may not be. 

(ii) A potentially more costly but perhaps more convincing method for 
measuring the benefit of price and promotion optimization is to con-
duct a pilot study. For example, in the case of a retail store chain, a 
subset of retail locations adopts the price and promotion strategy sug-
gested by the price optimization tool.  Profits generated by this subset 
of retail locations are compared with the profits generated by the con-
trol set of retail locations for which traditional pricing rules were ap-
plied, to measure the benefit of the price optimization system.  This 
approach eliminates the direct dependence of the estimate of the bene-
fit on the accuracy of the demand model.  On the other hand, for accu-
rate measurement of benefit, the retailer must find two comparable, 
representative, and sufficiently large sets of retail locations, and ensur-
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ing that there are no unusual factors or events that occur during the 
time of the experiment. Perhaps the greatest hurdle is that the retailer 
must have sufficient confidence in the price optimization system to 
conduct such an experiment in a significant number of stores over a 
reasonably long period of time. 

In practice, both approaches are used for estimating the benefit of price 
optimization systems.  As the price optimization industry matures and an 
increasing number of successful implementations of price optimization 
systems is known, more businesses will gain enough confidence to conduct 
pilot studies.   

Because the price optimization industry is very young, the long-term 
value of such systems is yet to be established.  Further, the magnitude of 
the financial benefit depends on the particular business environment and 
the method of implementing the price optimization system. However, a 
number of pilot studies in the retail industry have been published and their 
results are encouraging.  Improvements in revenue on the order of 1-5% in 
the pilot implementations have been reported. The associated improvement 
to the bottom line is often significantly larger. Feldman (1990) reports that 
for an industry with a 1.6% profit margin, a 1% revenue improvement 
translates to a 60% increase in profits.  Other quantifiable benefits include 
reduction in inventory levels (especially for seasonal products) or, equiva-
lently, an increase in sell through, improvement in gross margin return on 
inventory investment, and reduction in labor costs due to a reduction in the 
number of unnecessary markdowns. See, e.g., Johnson, Allen, and Dash 
(2001), Girard (2002), and Scott (2003), for discussions of actual imple-
mentations of price optimization systems and the benefits observed in 
those cases. Our own experience (further described in the Case Studies 
section) is consistent with these published results. 

The literature relating to B2B pricing contains a void with respect to in-
formation on pilot studies or practical experience in implementation of 
price optimization systems. (We ourselves do not have any direct experi-
ence in developing such systems for a B2B enterprise.) This phenomenon, 
coupled with the observation that the B2B pricing research literature is 
much less active than its B2C counterpart, indicates that significant oppor-
tunity exists for additional work and development in this area. 

A common question is how a mathematical model, relying primarily on 
historical sales data, can outperform an experienced retail buyer or product 
pricer and can produce such significant financial gains.  There are two ar-
guments to support this phenomenon. 

First, a medium to large business (at present the target user of such sys-
tems) has many buyers or pricers with varying degrees of expertise.  While 
the price optimization system may not outperform the more experienced 
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pricers, it will be helpful to the less experienced ones. The business, as a 
whole, therefore benefits.  This point should be noted when a business is 
selecting pricers for a pilot study of a price optimization system. Some 
businesses may be inclined to include only the top buyers or pricers in a 
pilot study and conclude that the price optimization system is not benefi-
cial because it does not outperform the top people. The business should 
consider the broad range in expertise of its pricers when assessing the 
benefit of a price optimization system. 

Second, even more experienced buyers or pricers have difficulty per-
forming well at the store-product (in B2C) or customer-product (in B2B) 
level.  A medium to large sized business has a large number of store-
product or customer-product combinations, each of which might have very 
sparse historical data useful for pricing decisions. Further, it requires sig-
nificant time for the pricer to analyze every store-product or customer-
product combination to make good pricing decisions. As a result, buyers or 
pricers are often forced to adopt potentially suboptimal decisions such as a 
common price for a product over all store locations, or a common discount 
rate for all products for a customer or customer-segment. On the other 
hand, processing a large number of items with detailed data is precisely the 
strength of computer-based models. The price optimization system can 
price each store-product or customer-product differently, based upon the 
historical behavior observed at each store or customer.  Thus, while an ex-
perienced buyer or pricer may be able to more accurately predict aggregate 
behavior of a product family for the entire business, the price optimization 
system can often more accurately predict behavior at a detailed level. 

Both of these arguments support the concept that a decision support sys-
tem such as a price optimization system complements the ability of its hu-
man user.  For example, the buyer may be more accurate at determining 
the demand trend for a product family at the retail chain level, and the 
price optimization system can be used to compute the demand models at 
the store-product level, given the high-level demand trend specified by the 
buyer.  Also, the buyer may be more accurate in predicting the demand 
trend for large product families or products that appeal to specific cus-
tomer types. The buyer can be used to determine the pricing scheme for 
these products and the price optimization system to estimate the demand 
and determine prices for the other products. In these ways, the buyer’s 
time can be more efficiently utilized. It allows the buyer more time to ana-
lyze other, more qualitative though equally important factors (such as fash-
ion trends) or competitive behavior.  By combining expert knowledge with 
a data-based optimization model, it is more likely that a business can see 
significant improvements in pricing performance and in overall profits. 
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4.7 Case Studies 

In recent years, many business, especially those in the retail industry, are 
attempting to take advantage of price optimization systems. The following 
retail businesses have been reported to have tried or be in a pilot program 
or be in some stage of implementation: Casual Male (Agosta 2001; Boone 
2002), D’Agostino Supermarkets (O’Neill et al. 2003), Gymboree (Agosta 
2001; Merrick 2001), JCPenney (Agosta 2001; Girard 2002; O’Neill et al. 
2003; Merrick 2001), KB Toys (O’Neill et al. 2003), Longs Drug Stores 
(Girard 2002; O’Neill et al. 2003), Saks (O’Neill et al. 2003), and ShopKo 
(Girard 2002; Johnson 2001; O’Neill et al. 2003; Merrick 2001). 

In particular, ShopKo reported an estimated sales increase of 14% and 
corresponding gross margin increase of 24% for 300 items involved in a 
markdown optimization pilot study (Johnson 2001; Merrick 2001). Casual 
Male, a specialty apparel retailer for big and tall men, is in the process of 
rolling out a chain-wide implementation of a markdown optimization sys-
tem (Boone 2002). This decision followed a successful pilot conducted in 
the fall of 2001. The pilot lasted about three months, during which a mark-
down optimization system was used in six of the 25 departments in all of 
its anchor stores. (This represents approximately 25% of the Casual Male’s 
business.) A few years of sales history was used to initially populate the 
database and estimate the products’ price elasticities. During the pilot, the 
database was refreshed weekly with new sales data. Buyers at Casual Male 
accessed the markdown optimization system remotely to review the sys-
tem-recommended prices to maximize gross profit margin while selling the 
inventory by a target date, and to perform what-if analyses. Although spe-
cific performance metrics from the pilot were not disclosed, the improve-
ments in gross margin and sell-through achieved in the departments that 
used the markdown optimization system met or exceeded Casual Male’s 
expectations. It is also interesting to note that the software vendor hosted 
the markdown optimization system for both pilot as well as production 
use.

In the computer industry, Dell is reported to have at least experimented 
with price optimization systems, and Hewlett Packard in 2002 attributed a 
$15M increase in revenue due to the use of a price optimization system 
(Tohamy 2003). 

The research literature has also reported evidence of successful applica-
tions of such systems in retail settings. Most notably, Smith and Achabal 
(1998) discuss implementations of their proposed clearance pricing meth-
odology at three major retailing chains. The implementations required the 
adoption of various assumptions and required some subjective estimates of 
some of the model parameters. In spite of these estimates and assumptions, 
two of the implementations were successful, resulting in increased reve-
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nues for the chains. In the third implementation, the model’s performance 
was inferior to the chains’ existing pricing policies. The successful imple-
mentations included a mass merchant retailer with over 600 store locations 
and a mid-market department store chain with approximately 300 store lo-
cations. The estimated benefits were annual profit increases of over $10 
million and $15 million, respectively. In both cases, the computed optimal 
prices served as decision support for the buyers; in one case the computed 
optimal prices were approximate because only a subjective estimate of the 
price sensitivity parameter was available. The unsuccessful implementa-
tion occurred at a large general merchandise chain with approximately 800 
store locations. Test results there indicated an increase of 5% in clearance 
markdown dollars using the model when compared to existing practice. 
The authors attribute the unfavorable results to lack of good inventory 
data, poor estimate of demand sensitivity to promotions, and the fact that 
prices changed weekly while sales data were reported monthly, leading to 
an inability to correctly adjust the parameters in the model. 

Leung and Ramaswamy (1998) conducted a markdown feasibility study 
for a department store chain. At the time that this feasibility study was 
conducted no commercial price optimization software existed, though a 
few boutique firms were offering technical price optimization consulting. 
To conduct a real pilot program (as described in approach (ii) in the Bene-
fits of Price Optimization section), a retailer is required to custom-develop 
a costly price optimization system. This feasibility study was conducted to 
serve as a low-cost means to measure the potential benefit of implementing 
a full price optimization pilot. Subsequent to the completion of the feasi-
bility study, the retailer embarked on a pilot program to test the effective-
ness of implementing price optimization. 

For the purposes of this feasibility study, the authors implemented a 
published price optimization algorithm but developed a simulation model 
around the optimization algorithm.  (See details below.)  The objective of 
the study was to assess the potential revenue improvement by adopting re-
gional or store-unique price markdown planning using a price optimization 
system.

The sample data set used for this study contained 38 weeks of sales (and 
price) data for a family of women’s apparel items from 85 store locations, 
and accounted for approximately $20 million in actual revenue over the 
time span considered.  The items included in the family belonged to the 
same product type and had historically been marked down identically at 
the same time (e.g., 10% off for every item in the family).  To retain this 
practice, the authors characterized all the items by a single demand model, 
which effectively represented the aggregate behavior of these items.  This 
single demand model was used to drive the optimization algorithm, giving 
a single recommended markdown.  Each store location, however, might be 
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modeled separately to enable different markdowns at different locations.  
The steps of the feasibility study were as follows:

1. Sales data was aggregated by location so that each location has a sin-
gle set of price-demand data (representing an “average” item in the 
family).  The highest price during the 38 week period was assumed to 
be the regular or list price for the aggregate.  Using this price, mark-
downs were calculated for each week, and for each location. 

2. The set of sales and markdown data was then clustered (Leung et al. 
2002) to isolate groups of locations that exhibited similar price sensi-
tivity and seasonality. 

3. From each of the three resulting clusters, a small number (3-4) of loca-
tions were selected at random and a model of demand as a function of 
price, base sales rate, and seasonality was fitted to the grouped data.  A 
total of eleven store locations were included. 

4. Using this demand model and the price markdown algorithm published 
in Smith and Achabal (1998), a simulation over the 38 week period 
was carried out. Demand variability was approximated using a Poisson 
distribution (with the mean given by the fitted demand model).  One 
hundred replications were averaged to estimate the average revenue 
from the algorithm.  Due to restrictions imposed by the retailer, no 
price changes were allowed for the first ten weeks of sales.  The reve-
nue over the following 28 weeks was compared to the actual, realized 
revenue for that location and the percentage improvement calculated.

Key observations from this exercise are as follows: 

1. The 85 stores could be classified into one of three groups – high, mod-
erate, and low price sensitivity, corresponding to a demand lift of 14%-
25%, 10%-14%, and less than 10%, respectively, for a 10% price 
markdown.

Actual price markdown practices were on-target only for store locations 
with a price sensitivity that was in the middle of the high price sensitivity 
range. For the remaining store locations, significant increases in revenue 
could be realized by better managing the timing and magnitude of price 
changes.  For the sample of selected store locations in each cluster, simula-
tion experiments were run to reveal revenue improvement potential as 
shown in Figure 4.1. The revenue obtained by using the price optimization 
algorithm was computed assuming that the demand realized would follow 
that predicted by the demand model. In practice, the demand model is not 
completely accurate and the actual revenue increase is less than that pre-
dicted by the simulation. As a conservative estimate, the authors recom-
mend reducing the estimated revenue improvement by 50%. In this case, 
the result was an estimated 4% increase in revenue. 
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2. The stores’ estimated price sensitivities were (partially) validated by a 
panel of store executives who examined each store location relative to 
the demographics of the customers in the area. For example, stores 
with low price sensitivities were consistently located in posh shopping 
districts of metropolitan areas. 

Fig. 4.1. Estimated Revenue Improvement in Customer Case 

The results indicated excellent potential for substantial improvements in 
profitability by the ongoing use of a price optimization system.  The opera-
tional costs of a possibly greater number of price changes than is the cur-
rent practice, legal and other constraints that limit price variations between 
locations, and maintaining the price optimization system itself all need to 
be weighted against the benefits.  But the scale of the estimated improve-
ment appeared sufficiently large to more than accommodate these factors. 

Heching et al. (2002) describe another dynamic pricing feasibility study 
that was performed for a fashion retailer.The objective of this study was to 
empirically analyze the performance of different pricing policies and their 
impact on revenues (and gross profit). Due to long production lead times, 
the retailer ordered inventory prior to the start of the selling season. While 
the inventory may be delivered to the stores over multiple periods during 
the selling season, little to no changes can be made to the order quantities 
during the selling season.  Thus, the cost of acquiring and selling the items 
is, for the most part, a fixed or sunk cost; during the selling season the re-
tailer can use price control to increase its sales revenues. The authors col-
lected historical weekly data (sales and price) for 184 styles of women’s 
apparel sold in 50 different store locations during the Spring 1993 selling 
season. (The Spring selling season extended from January 1993 through 
June 1993). The weekly sales data was fitted to a demand model; demand 
was assumed to be a function of the current selling price, seasonality, and a 
decaying age factor. This relatively simple demand model was found to 
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perform quite well, with an average (over the 184 styles studied) R2 value 
of 0.52. 

The authors designed five different markdown pricing policies, and 
compared the actions taken (timing and magnitude of price changes) and 
profits achieved under these proposed strategies to the actions taken and 
profits achieved under the company’s pricing policy. The five different 
markdown policies fall into two classes of strategies: (i) Full-information 
policies: These policies assume that full knowledge of the demand model 
and price sensitivity it known at the start of the horizon, and (ii) Adaptive 
policies: These policies assume that the retailer starts with initial estimates 
for the values of the demand function parameters.  As demand is realized 
in each period, the retailer updates the demand function parameter esti-
mates.  Full-information policies, while unrealistic in practice, provide an 
upper bound on the potential benefits of dynamic pricing strategies. 

We report here the results for one of the full-information policies (“FI-
3”) and one of the adaptive policies (“A-2”), and compare these results to 
those achieved under the company’s pricing policy.  Policy FI-3 assumes 
that the demand model is known with certainty.  The policy restricts that 
the starting price and markdown timing must follow that adopted by the 
company’s pricing policy.7  However, the magnitude of the markdown can 
be optimally selected.  Adaptive policy A-2 assumes that an initial esti-
mate of the demand function parameters is given.  This estimate is updated 
each period as demand is realized.  An optimal price is then computed for 
each item sold.  If (a) the item has been on the selling floor for at least 
three weeks and (b) the suggested optimal price is at least 20% lower than 
the current selling price then the new price is adopted.   The results gener-
ated by these policies, as compared with those that the company achieved 
using its pricing mechanism are shown in Table 4.2. 

Table 4.2. Comparison of retailer’s actual pricing policy to proposed pricing pol-
icy FI-3 and pricing policy A-2 

Policy FI-3 Policy A-2 Company Policy 
# markdowns 43 33 60
Avg. markdown % 22.4 25.3 25.8 
Avg. markdown week 8.6 4.3 8.6
Revenue increase (%) 2.9 4.8 –

                                                     
7  We select to report on only these two policies for the following reasons: Policy 

FI-1 is the most restrictive of all the full-information policies, as it requires the 
same initial price and markdown timing as the policy followed by the com-
pany. Policy A-2 is an example of a simple, model-driven, pricing policy that 
could be adopted in practice by a retailer. 
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The results reported in this table indicate that if the retailer had im-
proved information regarding the true values of the demand function pa-
rameters, revenue could increase by 2.9% even if the retailer restricts him-
self to adopting the same initial price and markdown timing as the policy 
currently followed by the retailer.  This revenue increase comes from two 
sources: (i) the average percentage markdown under policy FI-3 is 22.4%, 
somewhat lower than the 25.8% average markdown under the company’s 
current pricing policy. (ii) Perhaps even more significant is the fact that the 
current pricing policy reduces the prices on 60 of the 184 styles, whereas 
policy FI-3 suggests price reductions on only 43 styles.  However, a full-
information policy is unrealistic in practice, as a retailer typically does not 
know the true value of the demand function parameters at the beginning of 
the selling season.  For this reason we are interested in the performance of 
policy A-2, which is an example of a policy that can, in practice, be 
adopted by a retailer.  Policy A-2 indicates a 4.8% increase in revenue over 
the existing company policy.  This policy reduces the price on 33 of the 
184 styles (as compared with the company’s policy which reduced the 
price on 60 styles).  While the average price reduction under policy A-2 is 
similar to that under the company’s policy (average price markdown of 
25.3% under policy A-2 versus 25.5% under the company’s pricing pol-
icy), the timing of the markdown is quite different. Under policy A-2 the 
average markdown week is 4.3 versus week 8.6 under the company’s pric-
ing policy.  The resulting increase in revenue seems to indicate that a com-
pany can achieve significant revenue increases by identifying, early on, 
which items should be marked down and then implementing these price 
reductions early in the selling season. Further, by reducing the price on 60 
styles (rather than the 33 styles suggested by policy A-2) the company may 
have lost revenues from customers who were willing to purchase items at a 
higher price. 

4.8 Concluding Remarks 

This article reviews the most recent trends, in research and practice, in 
product pricing. Advances in research during the past 10 years and the 
availability of demand data from maturing information technology have 
created a favorable environment for a new industry of model-based price 
optimization to emerge. Many businesses have been eager to implement 
this new optimization tool as a means to improve revenue and/or profit. 

It is yet too early to tell whether these systems will join the suite of 
standard information technology tools (such as an ERP system) adopted by 
businesses.  Further, if the use of such systems becomes widespread, cus-
tomers may develop strategic buying strategies that explicitly account for 
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typical behavior of these price optimization algorithms. In addition, im-
proved technology may help provide customers with extensive visibility 
into all candidate products available and their prices. (For example, in re-
tail, online shopping bots help consumers identify all sources and prices 
for a particular product.) This technology could help the customer select 
the optimal product to purchase, given the total cost of purchase and the 
customers’ product preferences. Both strategic buying strategies as well as 
tools to provide users with greater visibility into choices and costs, will 
modify traditional customer purchasing patterns. This may impact the ef-
fectiveness of the price optimization systems and may require the devel-
opment of new models, such as those based on game theory. 
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5 Applications of Implosion in Manufacturing  

Brenda Dietrich, Daniel Connors, Thomas Ervolina, J.P. Fasano, 
Robin Lougee-Heimer and Robert J. Wittrock 

Manufacturing firms use a variety of software tools to improve the quality 
and speed with which strategic, tactical, and operational decisions are 
made. In this paper we first review the environment that lead to the devel-
opment of “implosion technology” within IBM. We include a small illus-
trative example of the implosion problem, including a mathematical for-
mulation. We then discuss the development and deployment of software 
tools for solving the implosion problem. A general mathematical formula-
tion of the implosion problem is included in a separate section.

In the 1980’s and early 1990’s one of the most common computer-
supported activities in manufacturing firms was material requirement 
planning. The APICS dictionary defined material requirement planning 
(MRP) as "a set of techniques that use bill of material, inventory data, and 
the master production schedule to calculate requirements for material."  
MRP was included in the larger process “Manufacturing Resource Plan-
ning (MRP II),” which was defined by APICS as “a method for the effec-
tive planning of all resources of a manufacturing company.” In addition to 
MRP, MRP II provided other linked functions, including business plan-
ning, sales and operations, production planning, capacity requirements 
planning, and the execution support system for capacity and material.  
More commonly, MRP II (later ERP, for Enterprise Resource Planning) 
was used as a catch-all term to classify software tools that include MRP 
and some collection of planning, resource management, and accounting 
applications.   

APICS also prescribed that "the master production schedule must take 
into account the forecast, the production plan, and other important consid-
erations such as backlog, availability of material, availability of capacity, 
management policy, and goals." The master production scheduler needed 
to balance conflicting objectives and make trade-offs. Although it was ac-
knowledged that computer software could greatly aid the master produc-
tion scheduler, expert opinion was that human judgment would always be 
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required (Vollman et al. 1992). Master production scheduling was also 
identified as one of the more critical but poorly addressed issues in manu-
facturing planning and control (Le Roy 1992). Manual "bottom-up re-
planning" is defined by APICS as "... the process of using pegging data to 
solve material availability and/or problems.  This process was accom-
plished by the planner (not the computer system), who evaluates the ef-
fects of possible solutions. Potential solutions include compressing lead 
time, cutting order quantity, substituting material, and changing the master 
schedule." Re-planning or re-scheduling became necessary as a result of 
delay, engineering specification changes, buyer order cancellations, previ-
ous scheduling errors due to lack of information, part shortages, or manu-
facturing quality problems (Park 1993). Lee and Billington (1991) state 
that in an internal Hewlett-Packard Company survey, managers reported 
that "incoming part availability and part delivery performance are the most 
important problems they face today." It is significant that as late as 1995 
APICS advocated leaving the daunting re-planning task up to the planner 
and not to the computer.  

With the availability of high-performance workstations, a new class of 
MRP-like tools emerged. These tools acted as a front-end to the MRP II 
system, allowing managers to examine all critical data, and to develop new 
business plans in response to changing conditions (Shepherd 1993). They 
typically extracted data from the host MRP system, and provided the plan-
ner with graphical applications for interactive planning and simulation of 
material planning, capacity planning, and master scheduling.  Entire plan-
ning runs were re-calculated in minutes, allowing the planner to evaluate 
many alternative plans. Rapid MRP emulation allowed planners to quickly 
identify material and capacity shortages and inventory excesses associated 
with a production and procurement plan. These tools were used by plan-
ners in an iterative fashion to reconcile identified inventory and capacity 
shortages. Although these tools met many of the requirements for a "mas-
ter production scheduling system" that were generated through  surveys of 
European manufacturing companies in the late 1980's (Tierney, Higgins, 
and Brown 1991), they were not truly "schedulers" because they were only 
capable of evaluating a proposed schedule. These tools could not generate 
feasible master production schedules, let alone determine schedules that 
were both feasible and optimal with respect to economic factors. 

Master production scheduling specifies an allocation over time of the 
available material and capacity resources to competing production activi-
ties. Material resources include both raw materials that are purchased from 
other firms and subassemblies that are produced internally. Capacity re-
sources include manufacturing machines, tools, and operators. The key 
distinguishing factor between these two types of resources is that unused 
material remains available for later use, while unused capacity (e.g., ma-
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chine idle time) does not. Capacity is measured in planning periods of a 
day, week, or month. Capacity feasibility means that, in each period, the 
total capacity used by the production schedule does not exceed the total 
capacity available (Silva 1992). Material feasibility means that the total 
amount of material consumed in any planning period does not exceed the 
amount of material available in that period.  

Automated master production scheduling systems can result in greatly 
improved manufacturing efficiency and can significantly reduce the cycle 
time of the planning process (Arbon et al. 1994). A good master schedule 
is a prerequisite for any operational scheduling system. Resource alloca-
tion methods can also be used for detailed production scheduling, order-
release scheduling, and final-assembly scheduling. Typical uses include 
determining daily production plans that make efficient use of on-hand in-
ventory, re-planning in response to machine failures or quality problems, 
and customer ship-date quoting. 

The Manufacturing Logistics group at the IBM Thomas J. Watson Re-
search Center began studying the resource-allocation problem in 1989. 
This group provided modeling and analysis support and software to IBM 
manufacturing sites. In the late 1980's the PS/2 card plant in Austin experi-
enced shortages of electronic components that were required for the pro-
duction of several different PS/2 cards. IBM's world-wide material plan-
ning process required that the card plant commit an availability schedule 
for PS/2 cards within a few days of receiving a forecast of card require-
ments and an availability schedule for components. The card volume plan-
ners had no tools, other than simple spreadsheets, to aid in determining 
how to allocate the limited availability of the scarce components to cards, 
and on occasion had produced infeasible committed availability schedules. 
This lead to both lowered revenue, and increased costs resulting from ex-
cess inventory of other computer parts (disk drives, power supplies) that 
could not be used. Before discussing our solution, we present a small ex-
ample of the resource allocation problem.  

5.1 Manufacturing Resource-Allocation Models: 
A Small Example

The manufacturing resource-allocation problem is concerned with deter-
mining how much of each product to produce. When products share com-
mon resources, production quantities must be determined in a coordinated 
fashion, so that the total consumption of any resource does not exceed its 
availability. For example, suppose that there are three products, P1, P2, 
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and P3 and two resources, R1 and R2. The usage rate of each resource for 
the production of each product is given in the following table. 

 Products P1 P2 P3 

Resources R1 2 1 1 

 R2 1 1 1 

Assume that the demand for the products P1, P2 and P3, is 10, 5 and 15 
units, respectively. Then, to fully satisfy these demands requires 
( ) ( ) ( ) 4011515210 =×+×+×  units of R1 and ( ) ( ) +×+× 15110

( ) 45215 =× units of R2.  Now suppose that only 30 units of R1 and 35 
units of R2 are available.  One might ask the question, "How much of P1, 
P2, and P3 can be produced?"  There are many possible answers to this 
question. Two sample combinations of P1, P2 and P3, and the correspond-
ing usage of resources R1 and R2 are given in the following table: 

Product    Resource Requirement 

P1 P2 P3  R1 R2 

10 0 10  30 30 

0 5 15  20 35 

In the first combination the entire supply of R1 is consumed, while in 
the second combination, the entire supply of R2 is consumed. Any combi-
nation of P1, P2, and P3 that does not consume more than the available 
quantity of each resource is said to be feasible with respect to the resource 
availability constraints. To describe all feasible combinations we require 
three decision variables:

1Px   = the number of units of P1 to be produced, 

2Px   = the number of units of P2 to be produced, and  

3Px   = the number of units of P3 to be produced. 

Each unit of P1 requires 2 units of R1, each unit of P2 requires 1 unit of 
R1, each unit of P3 requires 1 unit of R1, and only 30 units of R1 are 
available, so any feasible solution must satisfy the linear inequal-
ity 302 321 ≤++ PPP xxx . Similarly each unit of P1 requires 1 unit of R2, 

each unit of P2 requires 1 unit of R2, each unit of P3 requires 2 units of 
R2, and only 35 units of R2 are available, so any feasible solution must 
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also satisfy 352 321 ≤++ PPP xxx . Production quantities cannot be nega-

tive, so 01 ≥Px , 02 ≥Px , and 03 ≥Px . To eliminate schedules that pro-

duce more of a product than is demanded we require that 101 ≤Px ,

52 ≤Px , and 153 ≤Px .

These eight inequalities define the set of feasible production schedules. 
That is, any combination of values of  ,, 21 PP xx  and 3Px  that satisfies 

those eight constraints corresponds to a production combination of P1, P2, 
and P3 that can be made with the available quantities of R1 and R2.  In 
general, a set of linear constraints can have zero, one, or many feasible so-
lutions. The special structure of this resource-allocation problem elimi-
nates the possibility of the constraints having no feasible solutions, since 
the "do nothing" solution obtained by setting all production quantities to 
zero trivially satisfies all of the constraints.

To select the best possible solution from among the set of feasible solu-
tions, the criteria for determining "best" must be defined. Given a per-unit 
profit values for each of the production variables, the profit associated with 
a production schedule can be expressed as a linear combination of the de-
cision variables. Suppose that the per-unit profit values of the three prod-
ucts are given by 6, 5, and 8, respectively.  Then the profit associated with 
producing quantities ,1Px ,2Px and 3Px  of products P1, P2, and P3, re-

spectively, is given by 321 856 PPP xxx ++ . Two feasible production 

schedules and their associated profit are given in the following table. 

P1 P2 P3 Profit

10 0 10 ( ) ( ) ( ) 14010805106 =×+×+×

0 5 15 ( ) ( ) ( ) 1451585506 =×+×+×

The production plan which maximizes profit is found by solving the fol-
lowing linear programming problem: 

               MAX  321 856 PPP xxx ++
subject to 302 321 ≤++ PPP xxx

                    352 321 ≤++ PPP xxx

0
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Linear programming is a well studied mathematics discipline. Solution 
algorithms were developed in the 1940's and small linear programming 
problems were being solved by computer implementations as early as 
1953. The following five decades have seen rapid advances in linear pro-
gramming software. In fact, through a combination of dramatically im-
proved computer hardware and advances in solution algorithms the size of 
linear programs (expressed as number of constraints) considered reason-
able to solve has grown exponentially since 1950 (Orden 1993; Nemhauser 
1994; Bixby 2000). The optimal solution to this small example problem is

P1 P2 P3 Profit 

3

2
6 5

3

2
11

3

1
158

The schedule 12,5,6 321 === PPP xxx , which has profit of 157 is 

the optimal integer solution.
The difference between resource-allocation-based planning and tradi-

tional MRP and CRP can be understood in terms of the inputs, assump-
tions, and outputs of these two methods. Both MRP and CRP consider the 
top-level demand (MPS) to be fixed input data and assume infinite mate-
rial and capacity availability. MRP calculates required supply quantities 
and CRP calculates required capacity levels, and both generate recommen-
dations for changes to supply orders.  In contrast, resource-allocation mod-
els take the material and capacity availability to be known, finite input 
data, and treat the top-level demand as a desirable but not necessarily at-
tainable target.  These models calculate modifications to the MPS that en-
sure feasibility and optimize specific economic criteria.  In addition, re-
source-allocation models can be extended to consider factors that cannot 
be represented with traditional MRP/CRP methods, such as allocation of 
production to customers or demand classes, use of substitute material, and 
allocation of production to alternative capacity sources. 

In resource-allocation-based planning, the production quantities for each 
product in each period are decision variables.  Constraints on the decision 
variables are determined from the capacity-availability limits, the bill-of-
capacity structure, the material-availability limits, the bill-of-material 
structure, and the original demand schedule.  These constraints limit the 
values that can be simultaneously taken by the decision variables. Profit or 
serviceability maximization is used as an objective function, and the prob-
lem is solved through the use of heuristics or linear programming algo-
rithms. Extensions, such as allocation of production to specific customers, 
require additional decision variables, such as the quantity of each product 
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shipped to each customer in each period, and constraints. Further discus-
sion of LP based modeling in an MRP environment including a more com-
plex single-period example can be found in (Bahl, Taj and Corcorans 
1991). A general formulation of a linear program for the implosion prob-
lem can be found in Section 5.4. 

5.2 An Implosion Heuristic 

The implosion problem can be represented and, for moderate size prob-
lems, solved as a linear program (see Section 5.4), using standard com-
mercial software such as IBM’s Optimization Solutions and Library or 
ILOG’s CPLEX, or open source software included in the COIN-OR re-
pository (www.coin-or.org). However, during the early years of the implo-
sion project, the computational speed of the available hardware, coupled 
with limitations of the available software, restricted the practicality of us-
ing of linear programming in implosion applications. Therefore, an alter-
nate solution method, known as the “implosion heuristic” was developed. 
The implosion heuristic is intended to quickly produce feasible, near opti-
mal solutions. It takes as input standard MRP data: bills of material, supply 
of parts and capacity, and demand; it and produces as output a feasible 
production plan and shipment schedule. It can also provide reports on 
backlog, unused capacity, and stock levels of parts. The heuristic is further 
described in Dietrich and Wittrock (1996). 

The idea behind the implosion heuristic is quite simple, and is based on 
the fact that given a finite supply of resources, for a single demand element 
(that is, a part, time period, quantity triple p,t,N) there is a maximum quan-
tity of p that can be completed in time period t. Specifically, assume that p
has no substitutes specified in its bill of material, and that all production 
must be done exactly according to the offsets specified in the BOM. Then 
we can determine whether n units of the part can be produced in t by sim-
ply exploding a single external demand against the available supply and 
capacity using standard MRP explosion. If the explosion does not produce 
any net requirements, then the quantity n can be produced; if the explosion 
produces any net requirements, it cannot. Further assume that the mini-
mum production quantity of p is a single unit, and note that if n units of p
can be produced in t, then each of the smaller quantities n-1, n-2,...,1 of p
could also be produced in t,  while if n units of p cannot be produced in t,
then no larger quantity n+1, n+2, …,N can be produced in t.  Thus, under 
these limiting assumptions, one can determine the maximum quantity of 
part p that can be produced in period t by using a binary search that that 
calls an MRP explosion..  By considering the demands in some specified 
order, and for each demand determining the maximum quantity of the de-
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mand that can be met in the prescribed time period and subtracting the re-
sources used to meet this demand from the supply, one can produce a fea-
sible production plan and corresponding shipment plan. Computational ef-
ficiency and solution quality can be achieved through extensions of this 
simple approach.

To understand the computational performance of the above approach, 
first note that a single demand explosion, or test for feasibility, involves 
considering only those resources that are in the bill-of resources tree for 
the part p.  The explosion process requires many multiplication and addi-
tion operations, but the number is bounded by the product of the number of 
items in the bill of resources tree and the number of time periods. The ex-
plosion can stop with the demand quantity found infeasible once a net re-
quirement for a capacity or a raw material is detected.  The number of fea-
sibility tests required is also bounded. If remaining  demand is simply 
discarded if it can not be met by just in time production, then the number 
of feasibility tests is at most the sum of the quantities log (N)  over all de-
mand  triples (p,t,N). The number of explosions can be reduced, in the case 
where demand quantities are large, by imposing a minimum production 
quantity and a minimum production increment. Tighter bounds on the ex-
pected number of explosions required can also be obtained by noting that 
in the vast majority of searches for the maximum feasible production quan-
tity, either the entire quantity can be produced, or no units of the part can 
be produced. Thus most of the production quantities are determined by at 
most two explosions.

When all resources are readily available, the above approach produces a 
production plan that meets all demands through just in time production. If 
there are shortages of some resources, the production of parts that require 
those resources will be limited by the availability of the resources. If a 
scarce resource is used in only one part, the production of that part will be 
reduced so that it does not exceed the availability of that resource. For ca-
pacity resources, this reduction is on a period by period basis; for material 
resources, where supply from an earlier period can be used in later periods, 
the total consumption through any period cannot exceed the total availabil-
ity through that period.  In the more typical case, where a scarce resource 
is used by multiple parts, the order in which the demands are considered is 
the primary factor determining the allocation of the scarce resource. The 
demands that are considered first will be met and will consume the re-
sources, leaving none for the demands that are considered later. By order-
ing the demands according to business objectives, high quality solutions 
can be obtained. If equitable solutions, which evenly share scarce re-
sources, are desired, each demand can be broken into several smaller de-
mands, and these demands interleaved in the order.  
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This basic heuristic approach can be extended to deal with substitutions, 
various forms of build-ahead, and some reallocation of stock. In all of the 
heuristic extensions, the “no-backtracking” principle has been maintained. 
That is, once a production quantity has been determined to be feasible, that 
quantity is never later reduced. Adhering to this design principle has al-
lowed us to customize the heuristic to address a number of complex sce-
narios without compromising execution speed. One particularly important 
form of customization addresses business rules related to backlog. If a de-
mand cannot be completely met in the requested period, the remaining 
quantity can be ignored (appropriate for the case where customers will 
substitute a competitor’s product), it can be added to demand for that part 
in the following period, or it can be used to create a new, high priority de-
mand in the following period.   

5.3 IBM usage of implosion

Implosion technology has been used throughout IBM’s supply chain for a 
variety of applications that required a rapid assessment of capability to re-
spond to changes in demand, supply, or capacity.  The first systematic use 
of implosion was in the Austin, Texas, card assembly plant, which pro-
duced circuit cards for IBM personal computers. The Enterprise Shortfall 
Implosion Tool (ESIT) was jointly developed by IBM’s Research division 
and its Corporate Logistics group, and released to the Austin card plant in 
April 1990.  The tool was written in PL/1, used manufacturing data from 
relational databases, and ran on MVS. It considered only a single level 
build structure in which each part number was either a raw material (com-
ponent) or a finished product (card). ESIT helped production planners in 
the Austin plant close the monthly planning cycle by providing feasible 
commitments for card production volumes. These card production plans 
needed to account for shortages in key components that were used by mul-
tiple card types, as well as for long lead times on modules and limits on 
card tester capacity. Use of the tool simplified and shortened the Austin 
planning process, and provided the PC division with greater understanding 
of the impact of component shortages on PC production. Its use was linked 
to overall improvements in PC component inventory levels and faster re-
sponses by the PC division to shifts in demand. In addition, outside of the 
official planning cycle, the tool was used for a variety of other purposes 
such as determining the impact of expediting a shipment or adding addi-
tional supplier capacity. ESIT included an LP-based solver, a heuristic 
solver, and an emulation of MRP explosion. The ESIT heuristic allocated 
components to cards based on demand date and priority, using a critical ra-
tio heuristic similar to the one described in Luss 1986. The MRP emulation 
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was used by the planners for off-cycle calculations of part and capacity re-
quirements. Following the successful deployment of implosion in Austin, 
box plants, including the PC plant in Raleigh, North Carolina, and the 
AS/400 plant in Rochester, Minnesota, requested that the capability be 
provided to them.  

Release 2 of ESIT, which included multi-level implosion and explosion, 
was provided to the Rochester plant in 1992. ESIT was used there for vari-
ous production planning processes through 1994, when it was replaced by 
a workstation based version of the implosion tool. The critical ratio heuris-
tic used in the first release of ESIT did not extend to multi-level build 
structures, especially those involving independent demand and supply of 
subassemblies, so a version of the heuristic described above was imple-
mented.  Various enhancements, such as inclusion of substitute parts and 
capacity, multiple demands for a single product with different economic 
factors or priorities, and stocking rules related to engineering changes in a 
bill of materials, were also added to ESIT. Although the tool was well in-
tegrated into planning processes, and provided significant value, adding 
new capability and using the base code for new applications became in-
creasingly difficult. In 1992 development of a workstation version of the 
implosion tool, which would take advantage of developments in program-
ming languages and environments, and exploit the performance of RISC 
workstations, was begun. 

The Workstation Implosion Tool (WIT) was implemented in C on and 
RS6000 using object oriented design principles. WIT replaced a significant 
portion of the ESIT code in the Rochester implementation in 1993, but the 
existing interfaces with Rochester systems and reporting processes were 
maintained.  Since 1994 the WIT tool has been used throughout IBM for a 
number of applications. An integration and application development 
framework was developed in 1994-1995. This framework was called PRM, 
for Production Resource Manager (also for “MRP spelled backwards”). 
See Dietrich et al (1999) for details on the PRM framework. The base WIT 
tool has been maintained and enhanced by the Research division, while the 
majority of the applications have been written by programming teams af-
filiated with other IBM divisions. Applications of WIT were a key compo-
nent in IBM’s supply chain reengineering program, which brought the 60-
plus day supply/demand closure cycle down to 20 days.  

In 1993-1994 WIT was used by the Personal Computer Division for 
box-level production and material planning in conjunction with a vendor’s 
fast MRP emulation tool, called ESAT. The combined system, called 
WITerate, drove a number of additional WIT requirements, including ex-
tension of the heuristic to account for limited build ahead due to con-
strained capacity, allocation of substitute raw materials, and creation of a 
list of prioritized shortages that should be the focus of the material plan-
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ners.  The most extensive use of WIT within the Personal Computer divi-
sion was at the Greenock, Scotland, and plant. Greenock developed the ini-
tial process and implosion application (inputs, reports, and run control was 
through VM) in 1996.  In 1998, the Greenock application was deployed to 
Personal Computer Division sites at Raleigh and Guadalajara, Mexico. 

In 1994 the implosion team also began to use the WIT tool to model 
semiconductor production. Speed sort and other separation processes in 
which one part number (e.g., wafer) is divided into two or more part num-
bers (e.g., fast chips and slow chips), were modeled through the use of 
negative usage rates on bill of material arcs. IBM’s Microelectronics Divi-
sion (MD) engaged the WIT team for several modeling exercises during 
this period. Over the next several years applications of WIT were devel-
oped for MD. One provided basic multi-site implosion to compute a Sup-
ply Commit for MD top level parts (those parts being provided to other di-
visions). This supported weekly execution planning by providing an 
“available to promise” capability (long before the “ATP” term became in 
vogue). The team also developed ASCOPA, which stands for Alternate, 
Substitute, Co-Products Advanced Planning System. The application pro-
vided an optimized MRP (explode)  function that minimized the net re-
quirements at the lowest component level by using implosion-based alloca-
tion of resources to reflect speed-sorting (co-product)  and down-binning 
(substitution) structure associated with semi-conductor production. 

In 1995 the Rochester box plant also began development of a WIT 
based tool that supported online customer order scheduling and manufac-
turing line scheduling. This application, called COMBAT, used real-time 
information on plant capacity, component supply, and the availability of 
critical resources. It was part of a division-wide deal creation/commit/ 
completion process developed as part of IBM’s supply chain reengineering 
initiative. COMBAT was integrated with the production and inventory 
control systems in three IBM divisions through the exploitation of cli-
ent/server architecture. It was capable of using data from MAPICS, CIIM 
and CIMAPPS. The COMBAT application was developed using the PRM 
Framework by a team in Rochester, with assistance, and WIT and PRM 
enhancements provided by the Research team. In 1996, IBM undertook a 
massive re-engineering effort to redesign and integrate the manufacturing, 
planning, fulfillment, scheduling, and logistics functions into single Inte-
grated Supply Chain.   The success of the Implosion models described 
above at individual plants and the experience of Closed-Loop planning 
processes provided motivation to design a Closed-Loop, constraint based 
planning process for the Integrated Supply Chain.   This sub-process of the 
overall Integrated Supply Chain was called the Enterprise Capability As-
sessment (ECA) Process. 
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The challenge of the ECA process was to combine the BOM structures 
of multiple plants into a single extended product structure representation of 
the full IBM Supply Chain. Based on this extended product structure, the 
ECA process called for centralized MRP and Implosion systems that could 
enable  a single, closed-loop process for  the entire supply chain.     

For ECA, a new WIT application was developed called Supply Capabil-
ity Engine (SCE).  SCE required enhancements to WIT but also provided 
extensions to the core WIT model through customized application devel-
opment.   The key extensions that SCE provided to the implosion problem 
are: multi-site capability, explicit models for Configure to Order product, 
supply aggregation, Focused Shortage Schedule (FSS), and a Parts Condi-
tioning File. For multi-site, an Interplant Relationship structure was added 
that defines a parent-child dependency between parts at different sites. The 
Parts Condition File enables users to list those raw materials whose sup-
plies were constrained; all other raw materials were assumed to be avail-
able as needed. This reduced the data complexity of the problem and fo-
cused users on the real constraints. The FSS (a function of WIT) is a 
diagnostic utility that determines what critical resources were needed to 
improve the implosion solution for a subset (the Focus Set) of the end-
items. The ECA process relied on the FSS to provide an updated compo-
nent requirements schedule that could be passed on to suppliers. Thus, the 
ECA process specified two implosion runs: the first was based on initial 
supplier commits, and the second (and final) was based on the Supplier’s 
commit to the FSS. By getting the suppliers to commit to a smaller set of 
critical parts (usually with a requested quantity between the original re-
quest and the original commit), the second implosion resulted in an im-
proved Implosion answer overall. 

In 1998, IBM replaced the ECA process with a Local Execution proc-
ess. The central implosion of ECA caused a tight dependency across the 
supply chain which required very accurate representation of constraint 
data. One incorrect constraint could ripple through the entire structure.  In 
response, IBM deployed a localized process that required each site to run 
its own, independent, five day closed loop cycle. The distributed approach 
of local execution removed the tight dependency and allowed each site to 
have better control of its implosion model. However, it also introduced a 
cascade effect into IBM’s vertically integrated supply chain. The tier 1 box 
plant must wait for a commit from its tier 2 before it can commit end-
product, while the tier 2 must wait for a commit from tier 3 before it can 
commit.   So, while Local Execution enabled each site to optimize locally, 
the overall effect on the enterprise was sub-optimal. 

The ECA and Local Execution processes represent extremes of (resp.) 
centralized and localized control. The experience at IBM of these two ex-
tremes led to a hybrid where the IBM supply chain was partitioned into 
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three Value Chains: Complex Configured products (mainframe and server 
manufacturing), High Volume Easily Configured products (mostly PC’s 
and printers), and Technology Products (semi-conductor and hard disk).   
Each Value Chain is structured as a centralized enterprise model, with im-
plosion models tailored to each specific environment. 

In 2001, IBM began using implosion models for ATP (Available to 
Promise) Generation within the Complex Configured value chain. The 
ATP Generation problem is to create a feasible production plan that can be 
used to schedule (or promise) orders against.  The production plan is gen-
erated by an implosion model and it determines an optimal supply plan at 
the ATP push-pull boundary of the product structure. See Chen, Zhao, and 
Ball (2002) for more details on the ATP push-pull boundary. In a Build-to-
Plan environment, the ATP push-pull boundary is at the end-product level, 
so the ATP Generation problem is similar to the classic implosion problem 
which seeks to create a feasible, optimal Master Production Schedule. 

In a Configure-to-Order (CTO) environment, the ATP push-pull bound-
ary is at the “feature” level. Features are the top-level component of the 
BOM.   Each system shipped is a potentially unique configuration of Fea-
tures selected from the “configuration menu” of the particular Machine 
Type being ordered. The ATP Schedule is specified in terms of overall 
Capacity at the Family level as well as availability of Features. An Allo-
cated ATP Schedule is one where the Features are pre-allocated to Product 
Families. The BOM structure for CTO treats the usage rate of Features to 
Product Families as forecasted, flexible “attach rates”. The implosion 
model for Allocated ATP in a CTO environment seeks to compute the 
maximum feasible supply of end-products at average configuration. In this 
case, the average configuration of the product is one where every feature is 
present on the product at its forecasted attach rate. Since there are many 
features and some of them are planned at very low attach rates, the implo-
sion model allows the attach rates in the implosion solution to differ from 
their exact forecasted attach rates. Controlling exactly how the attach rates 
might diverge depends on what physical conditions are specified for the 
particular Feature as it applies to the Product. 

SCE (with updated functionality), currently provides Allocated ATP 
generation for the Complex Configured (CC) value chain. The CC value 
chain is characterized by a CTO structure where the configuration menu 
has complex rules for what features are mutually selectable on any given 
order. The complex CTO model has driven the need for more custom con-
straints and algorithmic techniques to be developed in SCE. One other im-
provement to the overall SCE implosion model is the ability to relax the 
effect of a tightly integrated, centralized enterprise model. This is done 
through a combination of flexible CTO constraints and solving the implo-
sion in stages.
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Available to Sell (ATS) is a WIT based implosion application that pro-
vides optimization as well as squared set analysis for the consumption of 
excess inventory (on hand, liability, short-term overage), by finding sale-
able items that consume the excess while minimizing additional purchase. 
It’s embedded into other planning tools and is available through a web in-
terface. In the standard ATS implosion model, there is no explicit demand 
statement so every product is assumed to have infinite demand.   As is 
usually the case, the standard implosion model must be customized for use 
in a production environment.   For ATS, this means that a combination of 
WIT heuristic and WIT linear programming solvers are used to create cus-
tom implosion logic.    

WIT has also been used to support IBM businesses other than manufac-
turing. IBM has a long history of product end of life management and re-
cycling activities including a product take back option to corporate cus-
tomers involved in a new sale or lease. IBM Global Finance’s Asset 
Disposition and Support Services (GARS) for enterprise customers offers a 
range of end of life management services for IBM and non-IBM equip-
ment alike. GARS uses an implosion application which takes a supply of 
returned machines and determines if they should be sold as used machines 
or disassembled to meet demand for used parts. The GARS implosion 
models make heavy use of co-product structures. From a single component 
(a complete system), the disassembly operation produces a large number of 
components. In some cases, the harvested components can have very high 
value and can be re-conditioned into usable parts again. 

5.4 Mathematical Formulation of the Implosion LLP

The general implosion problem can be modeled as a linear program. The 
model presented here distinguishes between material resources (parts) and 
capacity resources. Multi-level bills of material are considered, although 
they are represented as a cascade of single-level bills of material. In addi-
tion, the model assumes that each part can have one or more demands 
placed on it, and that these demands can have different economic factors 
such as profit, revenue, or backlog penalties. First we discuss input data 
describing the manufacturing process. Then we define the decision vari-
ables and formulate the resource availability constraints.  We then develop 
additional notation for economic factors and formulate a very general ob-
jective function. Additional modeling features such as substitute parts, 
substitute capacities, and decision variable bounds, can be added to the 
formulation, but are not discussed here. For details see WIT User’s Guide 
and Reference (2004).
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In most cases the resource-allocation problem requires consideration of 
multiple time periods. Production quantities, shipment quantities, stock 
levels, and scrap quantities for several periods must be considered. These 
periods need not be of equal length. The external availability of part re-
sources for each period is known (or at least predictable) based on existing 
supplier orders, procurement lead-times, and on-hand inventory. Capacity 
availability for each period is also assumed known, or to be computable 
from current machine status, staffing plans, scheduled maintenance, and 
failure and repair statistics. The demand quantities for each demand in 
each period are estimated based on backlog, customer orders, and fore-
casts. Bills of material, bills of capacity, bounds, substitutability, and eco-
nomic factors may vary from period to period. 

Data:
J  = set of parts (raw material, subassemblies, and end products) 
T = set of time periods 
R  = set of capacity resources 

=D   set of demands 

0,jv  = initial stock of part j

tje ,  = net external supply of  part j  in period t

τ,,, tjia  = quantity of part i  required in period t  per unit of part j

produced (completed) in period τ
trc ,  = quantity of capacity r available in period t

τ,,, tjrg  = quantity of capacity r required in period t  per unit of part j

produced (completed) in period τ
)(dp  = part for demand Dd ∈

tdq ,  = quantity of demand d  in period t

0,db  = initial backlog for demand d .

The values  τ,,, tjia  define the bill-of-material structure and the values 

τ,,, tjrg define the bill-of-capacity structure. 

Decision Variables: 

tjx ,  = quantity of part j   produced (completed) in period t

tds ,  = quantity of demand  d  filled in period t

tdb ,  = backlog of demand d   at end of period  t

tjv ,  = stock of part j  at the end of period  t
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tjv ,
ˆ  = quantity of part  j  scrapped at the end of period  t

tru ,  = quantity of resource j  unused at the end of period   t

As indicated by their definitions, all of the model variables are required 
to be non-negative. 

0, ≥tjx , ∀ TtJj ∈∈ ,

,0ˆ
, ≥tjv      ∀ TtJj ∈∈ ,

,0, ≥tjv ∀ TtJj ∈∈ ,

,0, ≥tds ∀ TtDd ∈∈ ,

,0, ≥tdb ∀ TtDd ∈∈ ,

,0, ≥tru ∀ TtRr ∈∈ ,

Backlog is defined to be cumulative quantity demanded minus cumula-
tive shipments. Since , ,

1

d d

t t

q q q= +  and , , ,

1

d t d t d

t t

s s s= +

we have , , 1 , ,d t d t d t d tb b q s= , or, , , 1 , ,d t d t d t d tb b s q+ = , ,d t

The capacity availability constraints say that for each capacity, the un-
used availability in each period is equal to the original availability minus 
the total amount of capacity used in that period in the production of parts. 
Since the leftover capacity tru ,  is required to be non-negative, this means 

that the production schedule cannot use more capacity than is available in 
any period 

trtrj

TJj

tjr cuxg ,,,

,

,,, =+
∈∈

τ
τ

τ               ∀ tr,

The most complex equality is the material balance constraint. Unused 
material resource can be carried over from one period for use in a later pe-
riod. Recalling that tjx , is the quantity of part j completed in period t  and 

applying the time-phased usage rates, the material balance constraint takes 
the form: 

tjk

jdpDd TJk

tkjtd vxas ,,

)(: ,

,,,,
ˆ++

=∈ ∈∈
τ

τ
τ

tjtjtjtj evxv ,1,,, =−−+ −           ∀ tj,

Since all decision variables are required to be non-negative, this con-
straint says that the total consumption of a part (for meeting demand, for 
production of other parts, or as carry-over stock) cannot exceed the total 
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supply of the part (from external supply, previous period stock, or produc-
tion), with the balance being scrap.    

These constraints define the feasible production schedules. Additional 
manufacturing considerations such as yield and fallout can easily be incor-
porated into the usage coefficients in the inventory and capacity balance 
constraints.

Note that the number of variables is given by [ ] [ ] [ ] [ ]3 2J T D T× × + × × +

[ ] [ ]R T×

Aside from the non-negativity constraints on all of the model variables, 
the model has [ ] [ ] [ ]( ) [ ]J D R T+ + ×  constraints. For realistic manufacturing 

problems the LP models become quite large. For example in a problem 
with 1000 parts, 500 demands, and 50 resources the one period resource-
allocation problem has 4050 variables and 1550 complex constraints and 
the 25 period problem has 101,250 variables and 38,750 complex con-
straints. For 20,000 parts, 1000 demands, and 100 resources, the 1 period 
problem has 62,100 variables and 21,100 complex constraints, and the 25 
period problem has over a million variables and half a million constraints. 

Additional data is required to express the objective function. 

trS ,   = scrapping cost per unit of part  j  in period t

tjH ,  = holding cost per unit of part j  in period t

tjM , = manufacturing cost per unit of part j completed in period t

tdR ,   = revenue per unit of demand d  shipped in period  t

tdP ,   = penalty per unit backlog of demand d  in period  t

trQ ,  = penalty per unit excess of capacity resource r  in period t

An objective function that maximizes profit is given by: 

MAX +−
∈ ∈∈ ∈ Jj Jj

tjtjtjtj

Tt Dd

tdtd vSvHsR ,,,,,,
ˆ

+++
∈∈∈

tr

Rr

trtd

Dd

td

Jj

tj uQbPM ,,,,,

This formulation permits the case of negative usage quantities, where 
producing part j creates rather than consumes part i . This permits model-
ing the production of co-products and by-products. The formulation can be 
augmented to include minimum and maximum release quantities for each 
part, minimum shipments per demand and minimum and maximum stock 
quantities for each part.  
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6 Strategic Sourcing and Procurement 

Robert Guttman, Jayant Kalagnanam, Rakesh Mohan, and Moninder Singh 

6.1 Background

Recent developments in IT have focused on providing a platform that fa-
cilitates and streamlines the activities of the purchasing department within 
an enterprise. Cost savings that are realized in these activities have a direct 
impact on the bottom line of an organization and the growing number of 
testimonials about excellent ROI has prompted companies to consider 
sourcing and procurement as the next large IT investment. The purpose of 
this chapter is to provide an overview of the various functions in sourcing 
and procurement and the techniques that are required to enable a large en-
terprise to rationalize their sourcing and procurement function. 

In an enterprise there are two kinds of procurement: 

1. Direct Procurement:  relates to the commodities and parts that are 
used in the products/services produced and sold by a company.  For 
example, a computer manufacturer would procure chips, memory, hard 
drive, monitors etc for assembling computers as opposed to a choco-
late manufacturer that needs to buy sugar, milk, cocoa etc for manufac-
turing chocolates. This implies that the specification of the commodi-
ties changes quite dramatically across industry verticals and one needs 
to develop a repository of features differentiated by industry.  In addi-
tion, sourcing of direct commodities is directly influenced by the de-
sign and manufacturing functions within the organization. For exam-
ple, the screws that are used in the design of a pump need to consider 
the standard sizes that are available and the supply pool available from 
within the procurement organization. Such a close interaction between 
design and procurement makes the sourcing exercise more complex 
and might also require that the specifics of the commodity reflect the 
design context within which it is to be used. 
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2. Indirect Procurement:  relates to commodities that are used by any 
enterprise for its day to day operations but which are not part of its 
main production. For example office stationary, office furniture, are 
typical examples of indirect procurement. These commodities are 
largely common across industries and there is large opportunity to 
standardize the specification of such commodities. The sourcing proc-
ess can be increasingly automated and streamlined. A fundamental dif-
ference of indirect procurement is that the commodities are being req-
uisitioned by a very large number of people across the enterprise and 
this requires that the procurement functions (such as requisitioning, 
supplier catalogs and payments) are deployed enterprise wide. 

In this chapter, we focus on identifying the core functions and the tech-
niques that underlie the sourcing and procurement functions across all in-
dustries for both direct and indirect procurement. We will leave out any 
discussion that relates to the development of industry specific knowledge 
based systems required to support sourcing and procurement such as in-
dustry specific parts catalogs or feature repositories. 

6.2 Overview

Figure 6.1 provides an overview of the main activities in sourcing and pro-
curement.

Fig. 6.1. Overview of a Purchasing Department Activities in a Corporation 

1. Spend Analysis:  The focus of this activity is to develop an aggregate 
view of the procurement spend across the organization using the trans-
action data. The aggregate spend by commodity, supplier plant etc 
provides a basis for identifying cost saving strategies. A typical exam-
ple is to find commodity classes or plants where reducing suppliers 
and increasing volume to a small number of (preferred) suppliers 
might allow for better price negotiations. Another piece of analysis is 
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to track the performance of each supplier based on past behavior. This 
is a strategic activity.  

2. Sourcing:  One of the fundamental aspects of sourcing is supplier se-
lection (for a commodity class identified by spend analysis) using one 
of many negotiation techniques (such as RFx, auctions etc). Once the 
suppliers are selected the relationship with the selected suppliers is 
then managed through the negotiated contracts. This step operational-
izes the strategy developed by spend analysis. 

3. Procurement:  is a tactical activity where purchasing is (ideally) per-
formed within the umbrella of existing contracts. Typical purchasing 
within an enterprise starts with a requisition that is approved and pur-
chased from within catalogs of selected suppliers. An additional activ-
ity that is supported at this level is the enablement of (new) supplier 
catalogs and the management of these catalogs. 

4. Settlement:  is the follow through activity where the purchase is or-
dered, invoiced etc. This is the routine of bookkeeping of each pur-
chase.

In this chapter, we examine each of these four activities and discuss the 
techniques that we have developed from a decision support perspective.    
The primary focus of this chapter is on strategic sourcing since this is the 
area where analytics is primarily used.  Procurement and Settlement typi-
cally are focused around managing transactions and book keeping and we 
will only provide a brief description of these areas.   

6.3 Spend Analysis 

This term is a general umbrella term used to capture various strategic ac-
tivities that are important for designing a sourcing strategy for the corpora-
tion.  The steps involved in developing a sourcing strategy are: 

1. Data Warehouse for Spend Analysis:  This requires the creation of a 
homogeneous data warehouse from disparate (heterogeneous) data-
bases (from various departments, locations).  A formidable challenge 
to doing this is that the transaction records in different systems across 
the enterprise are not cross indexed.  An additional challenge is that 
these records might refer to the same supplier by different names.  This 
requires the use of data cleansing and data scrubbing tools.  Therefore, 
some of the subtasks to creating a data warehouse are: 

a) Supplier Normalization: This entails the creation of a list of dis-
tinct suppliers so that transactions to the same supplier (e.g. IBM) 
but referred to differently in different systems (e.g. IBM NA, 
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I.B.M., etc.) can be mapped to a unique supplier, say International 
Business Machines.  Moreover, the parent child relationships often 
need to be resolved – this is particularly difficult since M&As of-
ten lead to parent-child relations within companies that are com-
pletely different. 

b) Commodity Mapping:  This requires each transaction to be 
mapped to an appropriate commodity code, such as the UNSPSC 
code or a company proprietary code. This is due to the fact that the 
transaction records at the invoice level often provide only a part 
level description of the commodity and maybe associated supplier 
codes.

c) Data Visualization: Once the data is scrubbed and cleansed, a set 
of visualization and rendering tools are required to view the differ-
ent cross sections of the data so as to get an enterprise-wide view 
of procurement spend. 

2. Sourcing Strategy:  Once a data warehouse is available for analyzing 
the procurement spend, the next step is to evaluate the different sourc-
ing options for each commodity class or other dimension and identify 
the potential cost savings.  This then provides a basis for a list of ac-
tionable sourcing initiatives.  The subtasks to creating such a strategy 
report as follows: 

a) Demand Aggregation:  The data warehouse provides a means to 
examine spend by each category, supplier, plant etc.  An important 
first step is to establish the number of suppliers being used for 
each commodity class across all plants.  Often such an exercise 
might reveal that the number of suppliers that are being used for 
each commodity is very large and it presents an opportunity to al-
locate the demand to a few suppliers and leverage the aggregate 
demand volume to negotiate better prices.   

b) Supplier Scorecarding: While consolidating the supplier set for 
any commodity class it is important to analyze the supplier per-
formance against a set of company’s strategic metrics.  The score 
carding function helps identify the top suppliers to whom future al-
location awards would likely go (despite potentially having higher 
prices) as well as the bottom suppliers who would need to be more 
aggressively managed as part of the “supplier relationship” activi-
ties.

c) Catalog buying:  For each commodity class identify the total pro-
curement cost of historical transactions against the catalog prices 
of a set of potential suppliers.  This comparison provides a means 
to identify the cost savings of aggregating spend and using one or 
few suppliers with a set of broadcast catalog prices.  A important 
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difficulty in doing this is that the part numbers described in the 
transaction records need to be mapped to the corresponding part in 
a catalog that will not be (in general) indexed by the same com-
modity or part number codes.   

d) Contract Pricing:  Another aspect of a sourcing strategy is to de-
cide on a negotiation technique for contract pricing.  For example 
what are the potential cost savings of using auctions versus RFQs 
and how do these savings depend on the auction format.  The abil-
ity to provide good estimates depends on how well the cost types 
of the suppliers can be characterized.  In addition, it is important to 
model and analyze the risks associated with the uncertainty in the 
demand and choose contracted volumes optimally. 

e) Report Generation:  Finally a report needs to be generated that 
outlines the sourcing strategy based on the spend analysis.   

6.3.1  Functional Requirements 

There are three basic functional requirements for enabling the features that 
have been outlined above: 

1. Data Cleansing/Scrubbing:  An important ingredient for analyzing 
spend data is to get an integrated view of the heterogeneous transaction 
data that exists in various parts of the enterprise.  This is central to 
supplier normalization, commodity mapping, and catalog buying.  Of-
ten the same commodity or supplier is referenced differently and there 
does not exist a common key across these tables that allows for easy 
mapping.  Currently the data cleansing activity is largely a human ac-
tivity and the realm of the expert consultants. There are increasing ef-
forts to provide tools that help to semi-automate this process based on 
two approaches:

a) Text Similarity: The first technique is based on using text analysis 
(such as text distance metris).  Such techniques provide automated 
mapping with an accuracy of about 50-60%.   

b) Machine Learning: In the presence of training data (where human 
experts provide mappings) machine learning techniques can be 
used to improve the performance to over 90% for the same class of 
data.

2. Data Warehousing:  A data warehouse that provides an integrated 
view of all the relevant data from disparate sources is critical for gen-
erate various views of aggregated spend and report generation.  Data 
warehousing is a well developed technology and most sourcing plat-
forms provide some level of support for warehousing scrubbed data. 
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3. Analytics:  Developing a strategic sourcing report requires several 
types of analysis ranging from data mining to optimization.  Few plat-
forms provide the entire breadth of analytic capabilities required to 
generate strategic sourcing report and largely depend on catalog price 
based comparisons. 

a) Data Mining/Statistical Analysis: is necessary to determine sup-
plier types from past transaction and/or bid data to establish the 
cost types of a supplier pool. 

b) Optimization: to determine the optimal contract levels to manage 
demand uncertainty to estimate cost savings from contract pricing. 

Table 6.1 summarizes a mapping from the required features (rows of the 
table below) for spend analysis to the functional components (columns of 
the table) that are required to enable these features. 

6.3.2 Data Cleansing/Scrubbing Techniques 

One of the simplest and most common techniques for doing cleansing 
tasks, such as supplier name normalization, involves the use of text simi-
larity methods. Such methods have long been used in various fields such as 
information retrieval and molecular biology, and a rich repository of litera-
ture exists describing a large number of such methods and variations 
thereof (Salton and Buckley, 1987; Navarro, 2001; Baeza-Yates and 
Ribeiro-Neto, 1999). 

Table 6.1.  Mapping of Features (Rows) to Functional Components (Columns) 

Data Cleansing Warehousing Analytics 

Supplier Normalization X X

Commodity Mapping X X

Data Visualization X

Demand Aggregation X X X

Supplier Scorecarding X X

Catalog Buying X X

Contract Pricing X

Report Generation X
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A frequently used technique measures the similarity between different 
strings by means of some sort of a distance function, whereby low distance 
values imply “more” similar strings (with zero distance implying complete 
similarity) and high distance values imply correspondingly dissimilar 
strings. One such distance metric is the Levenshtein Distance (LD) 
(Levenshtein, 1966). Also referred to as edit distance, it is equal to the 
minimum number of character insertions, deletions and/or substitutions 
needed to convert one string into the other. Thus,  

LD(“IBM”, “IBN”) = 1 since one substitution is needed to transform 
IBM to IBN 
LD(“Delphi”, “Delta”) = 3, since two substitutions and one deletion is 
needed to transform Delphi to Delta. 

LD is fairly robust to spelling errors and small local differences between 
the strings. Here, we give a dynamic programming formulation of the algo-
rithm to compute LD between two strings, s1 and s2, where |s1|=n and 
|s2|=m.  In this formulation, computation of LD(s1, s2) requires the suc-
cessive calculation of each cell of an array C[0..m, 0..n], starting from 
C[0,0], where C[i, j] denotes the distance between the first ‘i’ characters of 
s1 and first ‘j’ characters of s2. Each value, C[i,j] is calculated on the basis 
of the three cells, C[i,j-1], C[i-1,j] and C[i-1,j-1], along with the costs of 
the different operations (addition, deletion or substitution). Formally, 

Initialization:

C[0, 0] = 0
C[i, 0] = C[i-1, 0] + 1, 1  i  m
C[0, j] = C[0, j-1] + 1, 1  j  n

Calculation: Compute C[i,j] for all i  1, j  1 using the formula 

C[i, j] = Min( C[i-1, j-1] + Cm, C[i-1, j] + 1, C[i, j-1],+ 1),  

where Cm = 1 if s1[i]  s2[j] and 0 otherwise. 

While the above formulation assumes unit cost for substitution, and de-
letion/insertion operations, extensions have been proposed to handle dif-
ferent operation costs, transpositions etc (Navarro, 2001).  

Another kind of string similarity method breaks the strings up into a set 
of tokens, and compute the distance between the strings based on these to-
kens. Strings can be tokenized in a variety of ways. One way is to use a 
word-based tokenizer that splits the string into tokens based on white space 
and punctuation. Another way is to use ‘n’-grams, where n is a positive in-
teger. In this case, each consecutive substring of ‘n’ characters is treated as 
a token. Thus,  
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− Using a word-based tokenizer,  “The New York Times” would be 
broken into a set of 4 tokens, {“The”, “New”, “York”, “Times”}. 

− Using ‘n’-grams with n=4, the “The New York Times” would be 
tokenized as {“The “, “he N”, “e Ne”, “New “, ew Y”,…}  

Strings represented as such sets of tokens can be compared by applying 
various token based similarity measures.  One such measure is simply to 
compute the number of terms in common between the two strings. The 
higher the number, the more similar the two strings are. However, this 
metric favors longer strings, and as such, normalized versions of this met-
ric are often used. One such metric is the so called Jaccard distance (Jac-
card, 1912), which is the number of terms in common divided by the total 
number of unique terms in the two strings. Thus,  

Jaccard distance:   JD(s1, s2) = |S1  S2| / (|S1 U S2|) 

A more general method is the tf-idf (Term Frequency – Inverse Docu-
ment Frequency) (Salton and Buckley, 1987) approach where each token is 
assigned a weight representing the importance of that term within that par-
ticular string as well as relative to all other strings to which it is compared. 
Though this measure is more of a form of indexing textual strings or 
documents, it can also be used to measure similarity between different 
strings (or documents) in a given set of strings. In this case, 

Term Frequency (tf) = # of times token occurs in the string 
Document Frequency (df) = # of strings in which that token occurs 
Inverse Document Frequency (idf) = log(N/df) 

Then, each token, ti in the string is given a weight, 

wi = tfi * idf = tf * log(N/dfi)

where N is the total number of strings being compared. This way tokens 
that are frequent in a string but rare in the collection are given a higher 
weight. Similarity is then computed as a cosine distance (CD) between the 
vectors of the two documents 

CD(s1, s2) =  wi • wj

where wi and wj are the weights of the ith and jth terms of s1 and s2. Several 
different variations of this have been studied as well (Salton and Buckley, 
1987).

While such similarity measures provide a useful way of doing such 
cleansing tasks as supplier name normalization and commodity mapping, 
they can be computationally expensive since distances may have to be 
computed between all pairs of strings in a relatively big universe of strings 
(e.g. the set of all suppliers). This is more of a problem when edit distances 
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are used since dynamic programming in inherently very expensive. Thus, 
in practical situations, it may be more worthwhile to use such measures in 
conjunction with clustering and/or rule-based approaches. One such ap-
proach, discussed by McCallum, Nigam and Ungar (2001), divides all 
strings into weak overlapping subsets, called canopies, using some fast but 
cheap measures. Example of such measures could be the Jaccard distance 
(or its unnormalized form) discussed above, or the tf-idf metric in conjunc-
tion with the cosine distance for only parts of the strings (say first token 
only). Once the canopies are formed, then the more expensive methods 
such as LD can be used to compare the strings within each canopy to de-
termine sets of similar strings (clusters). 

While the string similarity methods described above are sufficient for 
certain kinds of cleansing activities, such as supplier name normalization, 
they are often not enough for other tasks, such as commodity mapping. In 
such cases, machine learning techniques are often helpful in improving the 
quality of the results. Since data cleansing for spend analysis involves 
mapping and manipulation of textual data, fields such as information re-
trieval and natural language processing offer a plethora of machine learn-
ing techniques that have been found effective in such domains (e.g. maxi-
mum entropy (Nigam, Lafferty, and McCallum, 1999), support vector 
machines (Joachims, 1998) and Bayesian methods (McCallum and Nigam, 
1998)). Detailed discussions of these approaches are out of scope of this 
article and the interested user is referred to the above mentioned refer-
ences. Nevertheless, we do discuss in the following section how these 
techniques can be used in the data cleansing activities needed for spend 
analysis.

6.3.3  Data Cleansing for Spend Analysis 

As explained previously, two main cleansing activities often have to be 
carried out before an aggregate view of the procurement spend across the 
organization can be developed using the transaction data, namely supplier 
name normalization and commodity mapping. While the techniques de-
scribed in Section 6.3.2 can be used to perform these tasks, they alone are 
often not enough to do these well and must be augmented with other ap-
proaches. Below, we describe how these cleansing techniques can be used 
specifically for supplier name normalization and commodity mapping. 

Supplier Name Normalization 

The approach followed for correctly mapping different names for the same 
supplier (from disparate data systems/transactions, etc) to a common 
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unique name depends upon the availability of a unique (normalized) set of 
suppliers for the enterprise. If such a list is already available, then the task 
boils down to comparing the supplier associated with each transaction to 
the set of suppliers in the normalized list and identifying the closest match.  

Moreover, transactional records often contain demographic data such as 
address and contact information for suppliers that can, and should, be used 
to aid the normalization exercise. While string similarity measure de-
scribed previously can be used on the supplier names alone to do the nor-
malization exercise, the quality of the results will be greatly enhanced by 
using such additional information. While data like zip codes and phone 
numbers can be directly matched, the string similarity measures can be 
used to match the addresses associated with the various suppliers. By 
combining such similarity matches on supplier names along with exact and 
similarity matches on demographic data, it is possible to get a higher de-
gree of success in the normalization than by using the supplier names 
alone. This exercise can be further enhanced by making use of simple 
techniques such as stemming, stop word elimination as well as other com-
mon filtering approaches (removing special characters, transformation of 
numbers to uniform format, etc).  Matching of addresses, however, can in-
troduce some complications in the process due to different formats used 
across various systems, especially if the address is available as a string 
rather than in attribute-value form. In such cases, extracting various attrib-
utes such as zip codes, street addresses and city may require the use of 
manually created regular expressions or rules, or in some cases, automati-
cally created rules using machine learning techniques like RAPIER (Califf, 
1998) or Winnow (Zhang, Damerau and Johnson, 2002). 

If a normalized list of suppliers does not exist, then a clustering exercise 
is needed in conjunction with the above mentioned approach to break 
down the list of all the suppliers that exist in the transactions into sets of 
names where the names in each set belong to the same supplier. To do the 
clustering, once can use the canopy method outlined in the previous sec-
tion. To create canopies, cheap methods such as zip code matches, phone 
number matches and name and/or address similarity matches using tf-idf 
can be used. Once the canopies have been formed, the more expensive 
techniques such as the Levenshtein distance can be used for performing 
similarity matches across supplier names and street addresses. 

Commodity Mapping 

Commodity mapping requires each transaction to be mapped to an appro-
priate category from either a standard classification code (such as the 
UNSPSC code) or a company specific code. Transactional data can have 
commodity information from several different sources such as part de-
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scriptions, general ledger descriptions, invoice descriptions, SIC descrip-
tions, purchase order descriptions and accounts payable descriptions. Any 
or all of these descriptions may be misspelled, incomplete or absent. On 
the other hand, the commodities, to which the transactions need to be 
mapped to, are often arranged in a taxonomy, and are often accompanied 
by textual descriptions of each such commodity. The task is then to map 
the textual data from the various description fields in the transactional data 
to the name and/or textual descriptions of the commodities in the target 
taxonomy. Currently, much of this aggregation is done manually where 
millions of transactions are mapped to corresponding commodities by the 
use of filtering rules and manual matches of various transactional descrip-
tions to the descriptions associated with the commodities in the target tax-
onomy. Not only is this method cumbersome and error prone, it is also de-
void of any fixed methodology that can be consistently repeated for future 
mapping exercises since it is highly subjective and non-algorithmic. How-
ever, the use of machine learning techniques can automate this process 
with a high degree of accuracy and also provide a consistent, algorithmic 
framework for doing such mappings repeatedly with newer transactional 
data and/or commodity hierarchies. 

In this section, we discuss some of the techniques available for automat-
ing the task of mapping transactions to related commodities using machine 
learning and string similarity methods. The actual approach taken depends 
on the availability of historical transactional data that has already been 
mapped to the corresponding commodities.

If such historical data is available, then one can avail of a large number 
of machine learning techniques that are commonly used for classification 
tasks involving textual data. As described previously, several different ap-
proaches can be considered, including maximum entropy (Nigam, 
Lafferty, and McCallum, 1999), support vector machines (Joachims, 1998) 
and Bayesian methods (McCallum and Nigam, 1998). Irrespective of the 
actual approach adopted, two steps are involved: (i) learning classification 
models for predicting commodities based on textual information from 
transactional data, and (ii) applying these models to the unmapped transac-
tions to determine the appropriate commodities for those transactions. 
Several issues arise during these two steps.

First, the textual fields from the transactions have to be tokenized and 
converted to instances for learning to take place. For tokenization, various 
methods, as discussed in the previous section, can be used. Similarly, sev-
eral methods can be used to convert the sets of tokens into instances for 
learning. One common approach is to consider the set of all tokens (in the 
entire dataset) as a set of features, and convert the textual data on each 
transaction into an instance of binary-valued features where a feature takes 
a value of  1 if the corresponding token exists in the token set for that 
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transaction, and 0 otherwise. This, however, results in a fairly large feature 
set and correspondingly sparse data. With the extremely large number of 
transactions that often need to be mapped in an enterprise this often leads 
to a highly computationally expensive learning process. Moreover, the 
high dimensionality of the resultant dataset often degrades classification 
performance due to overfitting. As such, it is often necessary to use feature 
selection to eliminate redundant and/or useless features. Several different 
approaches can be used for this purpose. A simple approach would be to 
use some of the token weighting schemes discussed in the previous section 
such as token frequency, inverse document frequency or their product. 
Then, tokens whose weights are above (or below) a certain threshold (de-
pending upon the metric used) are discarded and the remaining subset is 
used for learning the models. For example, one could remove all tokens 
whose term-frequency is below a certain threshold under the assumption 
that very infrequent tokens are not useful for classification. Other ap-
proaches use statistical tests, such as chi-squares, to determine which fea-
tures are more relevant. Yang and Pedersen (1997) provide a comparative 
study of these and other feature selection methods. 

Second, a decision has to be made regarding the level of the commodity 
taxonomy for which the classification models must be learned. The ulti-
mate target, the ‘commodity’ level of the taxonomy, also corresponds to 
the highest level of difficulty with respect to the classification task, since a 
classifier has to select one out an extremely large target set (the set of all 
commodities). On the other hand, if models are built for classification at a 
higher level of the taxonomy, the number of target classes is significantly 
reduced, thereby improving the performance of the classifiers as well. For 
example, the UNSPSC code has several levels such as segment, family, 
class and commodity. As such, following a hierarchical modeling and 
mapping approach will generally be better than attempting to predict 
commodities directly. Thus, instead of learning classifiers for directly pre-
dicting at a lower level (e.g. commodities), it is generally better to build 
classifiers for first predicting at a higher level (e.g. segments). Additional 
classifiers are then built for predicting lower levels, given that the higher 
level value is already known. As such, in the case of the UNSPSC code, 
classifiers would be built to predict the product family given its segment, 
product class given its segment, and eventually associated commodity 
given the product class. Thus, classification would be carried out in a hier-
archical manner with the highest (most general) class first (e.g. segment), 
followed by lower (more specific) classes (e.g. family, then class, then 
commodity). One does not always have to start at the highest level, nor 
stop at the lowest level. It depends to the type of data at hand, the number 
of potential classes (commodities) to which the data has to be mapped, and 
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the specificity needed for the task at hand (i.e. whether spend needs to be 
computed at the commodity level, or at the class level, etc.). 

If, however, historical mapped data is not available, then one needs to 
create such mapped data for training the classifier models. Once such data 
has been prepared, the method described above (for mapped data) can be 
used to do the commodity mapping exercise. Consequently, the available 
transactional data is split into two parts. One part (smaller, say 10%) is 
then mapped to the appropriate commodities, and then used to train the 
classification models. The remaining data is then mapped to the appropri-
ate commodities using these classification models. In order to create the 
mapped data needed for training, one case use the clustering and string 
similarity methods described in the previous section. As in the case of sup-
plier name normalization, fast, cheaper methods such as tf-idf and simple 
rules can be used to loosely group together similar transactions into cano-
pies, and then use more stringent measures such as edit distances can be 
used to refine the clusters further. Each such cluster is mapped to an ap-
propriate target (segment or commodity etc. depending upon the level for 
which models have to be learned), once again using string similarity meth-
ods. Irrespective of the methods used, this step will invariably require hu-
man intervention to make sure the mapping is being done correctly, other-
wise the errors in the mapped data will propagate to the rest of the 
transactions as well during the learning and classification phase. One can 
alleviate this issue by using human experts only in cases where more than 
one target class has a high likelihood of being the correct map. 

6.4 Sourcing

6.4.1 Core Ingredients 

A core ingredient of sourcing is negotiation with suppliers and executions 
of the resulting contract. There are three critical components required for 
negotiations: 

1. RFx:  The RFI (Request for Information), RFQ (Request for Quota-
tion), and RFP (Request for Proposal) – collectively referred to as RFx 
– each represents a document and a means for a buyer to specify the 
requirements of a purchase along multiple dimensions from multiple 
suppliers.

2. Protocol: for negotiations that define the process by which the nego-
tiation is conducted. 

3. Contracts: The negotiations lead to a contract which is then executed 
with one or more suppliers. 
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6.4.1.1. RFx

In B2B settings, the specification of purchases can get quite complex and 
require sophisticated capabilities that allow the specification of complex 
items or services. 

Complex RFQs also need to allow for a variety of bid structures that ex-
ploit complementarities and economies of scale in cost structures of sup-
pliers.

An RFx is a document with an associated process initiated by a buyer in 
order to solicit information, competitive quotes, or proposals from multiple 
suppliers. A sourcing platform should make the RFx process as easy and 
straightforward as possible for all of the parties involved.  It should also be 
versatile enough to be used for both goods and services, and for both direct 
and indirect spend categories.  It should also support a wide range of RFx 
types and sizes, from simple RFIs to complex RFPs. 

Most RFx applications support a common set of capabilities such as the 
creation and editing of an RFx document that mimics its paper-based coun-
terpart.  For example, this includes being able to add any number of ques-
tions with response fields of the attribute types expected by the buying or-
ganization (e.g., numeric, date, text, units of measurement, etc.) for each 
line item. 

Table 6.2 summarizes some of the major requirements in terms of bids 
(from the seller side) that are supported. 

After receiving such bids the buyer needs to identify the set of bids that 
minimizes total procurement cost subject to business rules such as: 

− The number of winning suppliers should be greater than a certain 
number (to avoid depending too heavily on just a few suppliers), 
but smaller than a certain number (to avoid too much administra-
tive overhead);

− The maximum amount purchased from each supplier is bounded 
to a certain limit; 

− At least one supplier(s) from a target group (e.g., minority) needs 
to be chosen; and 

− If there are multiple winning bid sets, then one needs to pick the 
set that arrived first. 

Decision support capabilities are essential to facilitate the creation and 
evaluation of such complex RFQs and bids. Identifying the cost-
minimizing bid set subject to these business rules is a hard optimization 
problem and difficult to do by hand (as is a common practice today).  In 
addition, the buyer is required to specify a scoring function that specifies 
the tradeoff of the non-price attributes against price. This is difficult to do 
in a consistent manner without a rational process to elicit the tradeoffs. 
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6.4.1.2. Protocols (aka Auctions): 

A typical flow for negotiation is to get a bid response to the RFQ from the 
suppliers and choose the appropriate bid/s that satisfy the requirements of 
the purchase at minimum cost.  With the advent of the Internet, online re-
verse auctions represent a new tool in the purchasing department’s toolbox 
to potentially increase competition through open, real-time, competitive 
bidding, which requires an iterative bidding protocol. 

Table 6.2. Description of Complex Bid Types 

Bid Types Description

Simple multi-line bids A bid includes multiple items, and specifies the unit 
price for each item. 

Multi-attribute bids 
A bid includes multiple items, and specifies various 
relevant attributes for each item, including unit price. 

Bundled bids 
A bid includes multiple items, specifies the quantity of 
each item, and provides a total bid price for all the 
items. 

Volume discount bids 
A bid includes multiple items, and specifies the price 
curve of each item. 

Configurable bids 

A bid includes multiple items, and specifies various 
relevant sets of values for each attribute for each item.  
This provides a compact representation  for a large 
number of configurations (e.g. PCs) and needs to sup-
port mark-up based pricing. 

RFQs are often used in a single round process that is similar to a one 
shot sealed bid auction where the winners are selected (based on the rec-
ommendations of the bid evaluation engine) once all the bids are in. How-
ever, in a price negotiation context, it is often desirable to have a multi-
round process where after each round the suppliers are allowed to reformu-
late their bids based on information about the winning bids (more like 
based on feedback from the auctioneer). Such a multi-round process is il-
lustrated in Figure 6.2. The bid evaluation engine provides the decision 
support for all the three functions required for multi-round negotiations 
and iterative auctions. Winner determination identifies the winning bids 
from a given set of bids to minimize the total procurement cost, the pricing
module prescribes the payment to be made by each winner (this could be 
in general different from the bid price to promote efficiency in the market), 
and signaling provides a “market clearing” price for bid reformulation. 
This iterative process continues until there are no new bids or closing time. 

A reverse auction is similar in many ways to an RFx. For instance, it is a 
process initiated by a buyer in order to solicit competitive bids from multi-
ple suppliers. In fact, some vendors view RFx’s and reverse auctions syn-



132      6  Strategic Sourcing and Procurement 

onymously. However, there are important differences with the most 
prominent being that most auction formats allow for live, real-time, open, 
competitive bidding where bidders must outbid the current winning bid in 
order to win the business. Of course, there are a variety of auction formats 
and settings. The most basic reverse auction is a price-only auction for a 
single item. Most auction providers (and there are many) provide a wide 
range of formats and settings including multiple quantities of a line item, 
multiple line items, time extensions, start and reserve prices, partial quan-
tity bids and award allocations, and bundled bids – to name only a few.  
However, there are three advanced auction formats/settings of note: 

− Combinatorial Auction – allows suppliers to mix bundled bids 
along with un-bundled bids 

− Volume Discount Auction – allows suppliers to establish price 
discounts at certain quantities 

− Multi-attribute Reverse Auction – the winner(s) is determined by a 
score (rather than just price) calculated using the buyer’s weights 
and preferences for price, quantity, and any number of other at-
tributes (similar to an RFx but using open bidding) 

Fig. 6.2 Process Flow for Iterative Auctions 

6.4.1.3. Contract Management: 

One of the main goals of a sourcing project is to execute one or more pur-
chasing contracts with one or more suppliers.  The prices and terms of the 
line items covered by a contract were previously negotiated in RFx and 
auction rounds.  The contracts themselves, however, also go through a dif-
ferent form of negotiation at a more legally precise level.  Once executed, 
these contracts are meant to be used to procure the contracted line items 
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(perhaps via a procurement system) using the negotiated prices and terms.  
The general idea, of course, is to have as much spend as possible pur-
chased under contract (under the assumption that these prices and terms 
are better than what’s currently available in other markets).  A sourcing 
platform should provide a means to generate a contract based on its pre-
ceding RFx and auction negotiations, support contract negotiations, and 
monitor compliance to the contracts’ business commitments over time. 

A number of contract monitoring capabilities are required. The simplest 
of these is an alert notification sent when a contract is soon to expire. More 
advanced contract monitoring capabilities help ensure vendor compliance 
as well as buyer compliance. For example, the buyer’s purchase volume 
commitments can be monitored with alert notifications sent if there is dan-
ger of buying under the minimum quantity within the designated time pe-
riod. Likewise, notifications can be sent alerting the buyer and/or supplier 
of a supplier’s violation of a delivery commitment. 

In all of the contract management solutions today, there is a specific and 
important shortcoming. Namely, there are two key parts enabling auto-
mated contract monitoring which currently must be performed manually. 
First, the contract commitments to be monitored must be manually culled 
out of the contract’s negotiated legalese into a structure amenable to analy-
sis. This is analogous to the upfront structuring of RFx’s into explicit at-
tribute types so that they may be more easily evaluated and scored. Ideally, 
the contract negotiations themselves would use a more structured mecha-
nism to negotiate and record business commitments to enable their auto-
mated monitoring. The second manual part enabling contract monitoring is 
the capturing of the business process data and raw transaction data needed 
to assess whether commitments are being fulfilled or violated. Ideally, this 
data is captured automatically through probe points and other IT system 
instrumentation, and integrated with the contract management system. 

The ideal contract monitoring scenario described above represents non-
trivial enhancements to a contract management system – the first part due 
mostly to cultural and behavioral challenges, the second part due mostly to 
technical challenges. Despite their challenges, these enhancements are 
needed if monitoring contractual commitments that impact business per-
formance is to be taken seriously and if there are many contracts to moni-
tor. Business process integration and management (BPIM) and business 
activity monitoring (BAM) systems are beginning to address these chal-
lenges.

6.4.1.4. Decision Support for Bid Evaluation: 

A suite of decision support tools, are required for bid evaluation: 
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− Tools to elicit a buyer’s preferences for multi-attribute bid evalua-
tion based on conjoint analysis and advanced decision analysis 
techniques;

− A visualization tool to compare multiple bids across different at-
tributes; and 

− A bid evaluation engine that uses optimization techniques to iden-
tify a cost minimizing bid set subject to various business rules. 

Multi-Attribute Bids 

Most procurement negotiations include non-price attributes over and above 
price. A typical RFQ for office chairs is shown in Figure 6.3. 

Buyers need to take a number of different factors into account when 
evaluating and selecting bids. For example, there may be factors related to 
the product specification such as price, material quality and properties, 
color and size. In addition, there may be factors related to the service 
specification such as delivery time and cost, and warranty. Furthermore, 
there may be supplier qualification factors such as trading history, experi-
ence and reputation. 

Decision support systems are needed to evaluate and score weighted 
preferences of multiple attributes. Besides traditional scoring mechanisms, 
tools that allow users to interact with the system to determine weights of 
multiple attributes from ordinal rankings of subsets of submitted bids are 
required. The bidders should also be allowed to describe their multi-
attribute bids as a set of attribute values, but they can also specify complex 
pricing rules for product configurations. Also, it provides an advanced in-
teractive visual analysis capability that allows buyers to view, explore, 
navigate, search, compare and classify submitted bids. 

Fig. 6.3. RFQ for a Multi-Attribute Negotiation 
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A utility function can be used to design a (strategic) scoring function 
that communicates to the suppliers how the buyer will evaluate multiat-
tribute bids.  One approach to eliciting the preference structure is to model 
it as a polyhedra in the space of the parameters and design pairwise com-
parisons to quickly narrow down the feasible region.  In order to perform 
this in real time, we need efficient techniques for estimating the centroid 
and a cut that is perpendicular to the “longest axis” of the polyhedra 
thereby minimizing the feasible region for the parameters.  In this paper, 
we present the use of a “hit-and-run” algorithm for sampling uniformly 
from a polyhedra.  We tailor the use of this algorithm to also produce a cut 
that approximately minimizes the volume of feasible polyhedra.  The ad-
vantage of this technique is its relative simplicity - it relies only on matrix 
algebra and avoids the use of nonlinear optimization techniques.  Compu-
tational results suggest that this method is fast and accurate (Ghosh and 
Kalagnanam 2002). 

Preference aggregation concerns how to combine the preference rank-
ings of a number of suppliers by multiple buyers during strategic sourcing 
and the combining of search results from multiple.  For large contracts and 
governments contracts it is often necessary the ranking process be trans-
parent to a larger audience.  Some interesting approaches for generating a 
consensus ranking based on ideas of social choice theory have been studied 
by Davenport and Kalagnanam (2004). 

Bundled “All-or-Nothing” Bids

While negotiating prices for procuring, say, weekly demand, it is advanta-
geous to aggregate demand over several locations and plants, because this 
leads to a larger transaction. An additional advantage is that suppliers can 
provide a discounted bid on a bundle (e.g., a demand for sugar in New 
York and in New Jersey) because they might have excess inventory in a 
local warehouse or spare capacity in the carrier and hence can reduce 
transportation costs. However, the discounted bid price is valid, only if the 
entire bundle bid is accepted. 

In such settings, finding the cost-minimizing bid set ensuring that the 
demand for each item is satisfied can be a very hard problem as the num-
ber of bids begins to get large. (Notice that each supplier is usually al-
lowed more than one bid and as the number of items increases the number 
of bids can get quite large. Also, notice that the optimal supply may over-
satisfy demand.)
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Volume Discount Bids 

Volume discount bids allow the seller to specify the price they charge for 
an item as a function of quantity that is being purchased. For instance, a 
computer manufacturer may charge $1000 per computer for up to 100 
computers, but for more than 100 computers would charge $750 per com-
puter. Bids take the form of supply curves, specifying the price that is to be 
charged per unit of item when the quantity of items being purchased lies 
within a particular quantity interval.

Fig. 6.4. Example of Bundled Bids and Resulting Optimization Problem 

Fig. 6.5. Volume Discount Bids
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When there are multiple suppliers providing such volume discount bids, 
the choice of the winning bids and the amount to be procured from each 
supplier is a difficult optimization problem that is modeled as an integer 
program. In addition, the various business rules are captured as side con-
straints within the mathematical formulation. Davenport and Kalagnanam 
(2001) provide a detailed  discussion of the mathematical formulations for 
bid evaluations. 

6.4.2 Support Functions 

Some support functions that are useful for negotiations and contracts are 
(i) document management, (ii) project management, (iii) market intelli-
gence, and (iv) collaboration and workflow. 

Document Management

Files of all types – terms, drawings, schematics, etc. – are important 
documents for strategic sourcing. Additionally, the sourcing documents 
themselves – RFx’s, auctions, projects, contracts, proposals, etc. – need to 
be well managed.  These documents tend to have lifecycles, access con-
trols, versions, sub-sections, sub-documents, and are often linked to one 
another and other attachments.  A strategic sourcing platform must have an 
easy and scalable means to manage file attachments and sourcing docu-
ments.

For example, an RFx document has a lifecycle (e.g., creation, open, 
closed, deletion and archiving amongst others), has collaboration needs 
such as access controls for collaborators and simultaneous editing support, 
and several parts including header information, a schedule, a list of com-
modity code areas, a list of line items and questions organized by sections, 
file attachments, document references, and threaded discussions.  Many of 
these parts including its lifecycle, schedules, file attachments, document 
references, and threaded discussions are managed by a common document 
management framework and available to all document types.  For exam-
ple, the RFx process typically spawns a set of Proposals submitted by sup-
pliers which are themselves documents that get directly linked to the RFx 
document and managed along with it.  Each Proposal has a lifecycle and 
can have file attachments, threaded discussions, etc. 

Project Management 

Most strategic sourcing activities are managed as projects with certain 
team members, goals, milestones, tasks, and schedules.  And like most 
other sourcing activities, project management is a collaborative activity.  A 
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sourcing platform should provide some form of project management as a 
means to coordinate and schedule all of a sourcing project’s activities and 
monitor the project’s progress according to milestones and goals.  Also 
like an RFx, a project can have threaded discussions and any number of 
file attachments.  Projects can also include the list of other sourcing docu-
ments that comprise the project such as all of the RFx’s, auctions, and con-
tracts.

At the heart of project management are roles, tasks, and a schedule – a 
means to create milestones and tasks with owners and durations, each of 
which may be optionally dependent upon another task or milestone (e.g., 
“start this task when that task ends”). Schedule updates need to propagated 
automatically while the base schedule is still available for direct compari-
son. Furthermore, a project may include any number of sub-projects whose 
schedules can “bubble up” to the master project’s schedule providing a 
complete schedule for the master project. This also goes for RFx’s and 
auctions; their schedules can “bubble up” to the master project schedule.  
In fact, the main project’s tasks and milestones can be dependent upon a 
task or milestone within any sub-project, RFx, or auction schedule.  Ide-
ally, projects can be made into templates for reuse.   

Market Intelligence 

A variety of external information helps category managers and other pur-
chasing staff members perform their jobs. This external information in-
cludes commodity prices, supplier news, company news, and market intel-
ligence such as industry news and reports. 

Market intelligence needs to be provided as a sourcing workbench 
(a.k.a. a dashboard or enterprise portal) as the first page upon logging into 
the system. Like “My Yahoo!”, this workbench can be customized in for-
mat and content to meet the information needs of each user. Portal func-
tionality is useful for building such dashboards. 

Collaboration and Workflow 

Strategic sourcing involves many people.  In addition to negotiating and 
communicating with multiple suppliers, category managers must collabo-
rate with many people across the enterprise such as Engineering for tech-
nical specifications, Manufacturing for scheduling and inventory concerns, 
Legal for contractual terms and conditions, etc. A strategic sourcing plat-
form must provide several means for all of these people and groups to col-
laborate effectively. 

Just as with real documents, many people often contribute to their con-
tent, review, and approval. For example, an RFx can have an owner and 
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any number of collaborators, each possibly responsible for a different part 
of the RFx with respective access permissions.  A technical collaborator, 
for example, may be able to modify technical specifications for line items 
and evaluate each subsequent proposal based on its technical merits, but 
she may not be able to modify any terms and conditions which may be 
managed by a collaborator from Legal. 

Another form of collaboration is threaded discussions. Each document 
needs to support threaded public and private discussions such as public 
discussions with suppliers about line item details, or private discussions 
with collaborators regarding requirements, evaluations, schedules, etc.  All 
of these discussions should be maintained within the context of the RFx 
document for later review and archiving.  Instant messaging is a useful 
complement to threaded discussions, and there are a number of applica-
tions today (most free) that are available.  

6.4.3 Mapping Features to Functional Components 

Table 6.3 below provides a mapping from the required features (rows of 
the table below) for spend analysis to the functional components (columns 
of the table) that are required to enable these features.   

Table 6.3. Feature (rows) to Function (columns) Mapping for Sourcing 

 Bid 
Evaluation 

Preference 
Elicitation 

Document 
Management

Collaboration 
& Workflow 

Resource
Allocation 

Portal 
Server

RFx  
(Complex Bids) X X X X   

Auctions  
(Complex Bids) X X X X   

Contract  
Management   X    

Project  
Management   X X X  

Market  
Intelligence      X 

6.5 Tactical Procurement 

Procurement is a tactical activity where purchasing is performed within the 
umbrella of existing contracts. Typical purchasing within an enterprise 
starts with a requisition that is approved and purchased from within cata-
logs of selected suppliers.  An additional activity that is supported at this 
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level is the enablement of (new) supplier catalogs and the management of 
these catalogs. 

Requisition systems provide support for placing an order for goods or 
services. They need to allow buyers to specify the items they wish to pur-
chase, the quantities and the contracts that will govern the price and terms 
and conditions of purchase. In order to enable this, requisitioning systems 
need to support several features: 

1. Workflow and Approval:  Requisitions may need to be approved de-
pending on business rules which are based on issues such as the 
amount of purchase, the types of items being purchased and the au-
thority level of the buyer.  For requisitions that are large in terms of 
dollar amount it may require multi-level approval from multiple par-
ties.  It also provides checking of inventory for item availability before 
a requisition is submitted and also ability of splitting requisition across 
multiple suppliers. 

2. Contract & Inventory Management:  Requisitions are governed by 
contracts and the purchases are accounted for against the contract obli-
gations. In addition, the buyer should be able to issue a request for in-
formation about price and availability to suppliers before submitting 
the actual requisition.

3. Integration: Requisitioning requires information exchange with order 
and inventory subsystems, order processing and management. It also 
needs to integrate pricing, taxation, payment and fulfillment.  An addi-
tional requirement is smooth interaction with backend systems such as 
ERP systems. 

Catalog Systems

Catalog systems need to allow items to be organized in multiple category 
hierarchies. The items can be described with a rich set of extendable at-
tributes and supports a number of browsing, product comparison and mul-
tiple search systems. Catalogs need to facilitate mass imported using XML 
formats and interface with of content management systems and to industry 
catalog and catalog management systems such as A2i. 

Supplier Enablement 

Supplier enablement is an important part of a procurement platform and 
should allow modeling of suppliers as multi-level hierarchical organiza-
tions. Individual users should be assigned a number of roles that, along 
with customizable access control policies, govern what individual employ-
ees of suppliers can do. Suppliers should be allowed respond to RFQs and 
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requests for information. They can be allowed to own customized catalogs 
managed by the same catalog system. 

6.6 Conclusions

This chapter provided an overview of the various functionalities that are 
required for procurement and sourcing for an enterprise. The goal was to 
outline these requirements and then provide a brief description of the tech-
nologies and the mathematics that underlie these technologies. 
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7 Managing Risk 
with Structured Supply Agreements 

Colin Kessinger and Heiko Pieper 

7.1 Introduction

Sourcing teams commonly manage spend equal to 30-70% of their firm’s 
revenue. In addition, they function as the boundary between their firm and 
its supply base, requiring them to build and execute sourcing strategies in 
an environment where demand, supplier performance, pricing, and mate-
rial availability constantly change. The magnitude of the dollars at stake in 
sourcing decisions can lead even small percentage miscalculations in either 
price or quantity to have dramatic effects on a company’s margins, top line 
performance (through lost sales) and balance sheet (through inventory). 
Double-digit percentage reductions in stock prices, nine-digit misses in 
revenues, and ten-digit inventory write-offs are all well documented and 
recurring events attributable to mismatches between supply and demand. 
Given the magnitude of the uncertainties present in sourcing decisions, as 
reflected in the typical forecast errors in material requirements and supply 
conditions, avoiding such miscalculations is both extremely challenging 
and extremely valuable. 

When it comes to managing risk and flexibility in your supply chain, it 
is all about reducing the time it takes to position assets, such as capacity or 
inventory, and then maximizing the revenue earned on those assets. Of 
course, in the absence of considerable supply and demand uncertainty, the 
time pressure on the supply chain would reduce considerably and the risk 
of having invested too much or too little would all but disappear. Unfortu-
nately most business tools and approaches take a limited view of the un-
certainty problem; for example relying only the point forecast as a measure 
of the demand, and rules of thumb to offset the effects of uncertainty.  
From leader to laggard we have found that this rule-of-thumb approach 
significantly underperforms in most business scenarios and even amplify 
the effects of forecast error.  More bluntly, point forecasts and rules of 
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thumb have cost companies billions in terms of lost market share, expedite 
fees, and inventory carrying costs, write-downs, and write-offs. 

As a result, efforts are well underway to develop a more rigorous and 
comprehensive framework for quantifying and managing the effects of un-
certainty. The Supply Risk and Flexibility Management (SRFM) frame-
work focuses on risk-adjusted Total Sourcing Cost metrics, quantifying the 
performance of supply agreements (contracts) against a range forecast. The 
range forecast captures not only the low and high scenarios, but also the 
dynamic nature in which it might oscillate between the high and low sce-
narios. The approach also emphasizes risk-metrics, not just a static average 
or the “if-everything-goes-according-to-plan” projection. For example, 
most VMI/SMI programs projected zero inventories for the buyer on aver-
age or by plan, but resulted in considerable inventory liabilities when the 
forecast melted. A primary purpose in creating forward-looking risk met-
rics is to identify and then mitigate exactly these types of exposures. 

In the remainder of this chapter we will review current processes and 
practices for building flexibility and explore the processes and tools re-
quired to identify supply exposures, to define flexibility requirements, and 
to implement risk sharing arrangements with suppliers, and assess tools 
and skills required to deploy Supply Risk & Flexibility Management busi-
ness process. 

7.2 Current Practices 

There are four primary efforts in place to try and improve flexibility and 
reduce sourcing related risks. These are 1) internal efforts to align informa-
tion and incentives from marketing and sales through order fulfillment, 2) 
sharing of information with the supply chain through visibility tools, 3) 
flex contracts, and 4) leadtime reduction initiatives. 

In many organizations the silo problem persists; limited information is 
“thrown over the walls” from one function to the other and the organiza-
tions often have conflicting incentives. In the supply chain realm this prob-
lem begins with marketing having a wealth of information, but being 
forced to whittle it down to a single point forecast. In many organizations, 
there may be pressures to hit a certain number to meet financial goals. 
Sales, of course, wants this number as large as possible to ensure that op-
erations can deliver enough material. Operations, however, has no visibil-
ity to all of the marketing scenarios and has no idea what changes were 
made to “make the numbers”, and has no idea by how much sales inflated 
their projections. But they do not want to be caught short, so they often in-
flate the numbers again. Today, some companies are focusing on process 
redesign to minimize some of these issues; however, they also continue to 
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rely on the point forecast as focal point, and, thus will see limited results 
from their efforts because the forecast is as much a business decision as it 
is a projection of demand, and because it still omits the information regard-
ing the range of outcomes that are likely. 

Considerable investments have been made into visibility technologies 
with the hope that they will help increase flexibility and minimize risks. 
One form of visibility is the sharing of forecasts. This really is an exten-
sion of the internal efforts described above; an effort to get the not only the 
company, but the entire supply chain aligned around one plan.  Another 
form of visibility is that of the suppliers’ production schedules and inven-
tory positions. This real-time information enables buyers to understand 
their available-to-promise and identify gaps against customer orders as ar-
rive. Many of these solutions have also started to support Sarbanes-Oxley 
in the US.  These solutions certainly add considerable value by streamlin-
ing tactical execution and by enabling S-OX compliance, but fall short in 
the planning window of two to six months – the window in which most 
supply chain blow-ups occur. There are two underlying problems. First ca-
pacity levels are hard to compute and so dependent on mix that any snap-
shot of availability is likely to give a very misleading picture. Second, 
visibility does not mean control and control is what ultimately drives flexi-
bility and risk management.  For these reasons, it is not at all surprising 
that more formal contracts, in lieu of shared forecasts and visibility, 
emerge as a necessity during periods of constrained supply. 

Flex contracts have been around in the form of flex-fences for at least a 
decade if not longer. These typically are defined as percentages up and 
down that volumes can change relative to the forecast. The percentages in-
crease further out in time to reflect both the increased uncertainty and the 
supplier’s ability to react in that amount of time. While seemingly a sim-
ple, one-size-fits-all, evergreen/auto-pilot solution, the devils for flex 
fences were in the details. First, the contracts assume that all parts require 
the same level of flexibility. In practice different parts and products simply 
have very different flexibility requirements. Second flex-fences assume 
upside and downside requirements remain constant through the product 
life-cycle and the business cycle. Nothing could be further from the truth; 
certainly your business objectives change from launch to EOL. Common 
sense even says there is more downside when demand is at historical highs 
than when they are at historical lows. And finally, third, the actual imple-
mentation, while simple on the surface, requires a lot of ifs, ands, and buts. 
As a result they often appear in contracts but rarely appear in practice. In 
the academic research, authors have developed complex analytical models 
to address some of these concerns, but the nature of the solution immedi-
ately eliminates the “seemingly simple, one-size-fits-all, evergreen/auto-
pilot” attraction that led to the implementation of the program. 
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Finally, there are the lead-time reductions initiatives. Without a doubt 
these are worthwhile endeavors that yield significant gains. The primary 
challenge here is trading office an easily measured and tracked metric of 
price versus the hard to quantify value of a lead-time reduction.  It is ex-
actly this type of question that SRFM strives to answer. 

While all of these initiatives strike some of the root causes, there are 
several key fundamental weaknesses along the lines of information, incen-
tives, and control. To address these issues, the necessary information 
(business objectives and sourcing uncertainty) needs to be captured and 
terms of trade to meet the business goals by quantifying their impact on a 
forward looking basis need to be developed. The inability to quantify the 
effects of uncertainty and to develop supplier relationships that best match 
the “uncertainty landscape” with the firm’s business objectives fundamen-
tally limits the supply chain’s ability to reduce the “total costs” associated 
with material prices, shortages, and inventory. The severity of this limit is 
such that at least 5% of the “total costs” are left on the table as unclaimed 
opportunities. Capturing this 5% will be the next evolution of state-of-the-
art procurement.

7.3 Current Research 

The problem that we solve is best characterized as finite-horizon, multi-
mode, and capacity constrained with serially correlated stochastic demand 
and prices. While the intent of the broader framework is to drive superior 
sourcing performance, the model and algorithm value any “portfolio” of 
contract options by identifying and executing the optimal exercise policy. 
While a subset of this model and its outputs are very similar to the theo-
retical and computational research of base-stock policies, the contribution 
is best understood in the context of the capacity planning and supply con-
tracts research. 

The generic capacity planning problem is one of trading off economies 
of scale versus the risk of either building too much capacity or at least the 
cost of building too early. The basic problem consists of determining the 
future expansion times (or investment times), sizes, and locations, as well 
as type of production facilities in a way that optimize a particular strategy 
such as increasing market share, maximizing profit, or minimizing cost, 
etc.). In specific instances of the literature, demand may either be determi-
nistic or stochastic, the cost of expansion is a concave continuous function, 
and the time to expand may be instantaneous or involve a finite lead-time.  

Since 1950 cost minimization methodologies have been developed 
mainly on the field of operation research. Good surveys of this evolution 
appear in Manne (1967), Friendenfields (1981), Luss (1982), and Ange-
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lus(1997) as well as Leiberman (1989). Where the literature assumes de-
terministic demand, the cost models and expansion opportunities tend to 
have much more complex structures. For example they may include de-
pendencies within the scale and sequence of expansions. Erlenkotter 
(1969, 1976) and Giglio (1973) are examples of these models.  

Capacity expansion models with the objective of profit maximization 
have been one of the main streams of research around real options. A good 
review of this literature is provided by Dixit and Pindyck(1994). Here the 
typical model assumes a Markovian or semi-Markovian stochastic process 
and no lead time with a cost function that depends on the cumulative in-
vestment. Giglio (1970) and Erlenkotter (1977) extend these basic models 
by assuming more general cost functions and stochastic lifetime for the ca-
pacity. Finally Angelus and Wood (1996) consider the same cost structure 
as Giglio, but they introduce a geometric Brownian motion model for de-
mand and optimize assuming access to only one capacity expansion. 

Turning out attention to the contracts literature, there have been several 
efforts to extend the inventory literature by examining the impact of differ-
ent contractual terms that typically accompany the lead-time constraint 
imposed by the supplier. For example, Bassok and Anupindi (1997) model 
the retailer’s decision in a multi-period finite horizon framework in which 
the retailer receives a price discount for having made a minimum commit-
ment over a finite horizon. In our framework, we will refer to this as a 
“swing” contract. Bassok and Anupindi (1995) and Tsay and Lovejoy 
(1999a) examine a rolling horizon problem in which the retailer can revise, 
within a contractually negotiated percentage, the commitments for each 
period within the horizon. This type of contract is the flex-fence policy in 
the current practice section. In both the work on the swing contract and the 
flex-fence contract, the authors solve the problem heuristically. 

Another extension to the inventory literature examined situations with 
more than one supply source where the sources offered both different 
prices and lead-times. Zhang (1996) considers the problem with two and 
three supply modes under a periodic review policy. She also considers a 
situation where the more flexible supplier has a capacity constraint, per-
haps reflecting a supplier’s limited capacity to expedite. Moinzadeh and 
Nahmias (1998) consider a similar two-supply-mode problem, but under a 
continuous review policy. Finally Fisher and Raman (1996) examine a 
two-period model in which each period represents a portion of the selling-
season and the buyer uses the second, shorter lead-time supply source to 
capitalize on the information learned from the initial sales of the product. 

Finally there is considerable literature on contracts and their ability to 
achieve channel coordination. Although there are a few exceptions, the lit-
erature almost exclusively addresses stylized two period models that focus 
on managerial insight rather operational models. For those interested, Ca-
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chon (2004) provides a very recent review of the supply chain coordination 
literature.

Across the board, the literature has demonstrated the substantial oppor-
tunity of developing richer supply relationships. This, while not even tap-
ping all of the potential. Most notably, most of the literature assumes that 
both parties are risk-neutral. However in practice there are significant op-
portunities to allocating the physical and financial risks to the party that is 
best able to manage it. Consider for example the swing contract explored 
by Bassok and Anupindi. Using a contract to guarantee that a small sup-
plier can hit minimum revenue targets may help the supplier attain better 
financing terms on the assets needed to ensure delivery. In return, the sup-
plier may give the buyer very aggressive pricing on any upside. In this 
case, the contract is creating value by eliminating disastrous outcomes in 
some scenarios in exchange for better terms in other scenarios. 

7.4 Framework
for Analyzing Structured Supply Agreements

In the following, we describe the framework of Structured Supply Agree-
ments.  The framework is defined as a set of five capabilities.  Together 
with the computational risk analysis methodology described later, this en-
ables the identification and implementation of supply agreements that sig-
nificantly reduce the cost and risk for the supply chain. 
The five capabilities are: 

1. The ability to collect, communicate and respond to new information as 
soon as it becomes available.
− Firms with this capability enable both themselves and their supply 

base to leverage the new information as it becomes available. 
2. The ability to assess the impact of uncertainty about material require-

ments and supply performance on future sourcing performance.   
− This visibility takes the form of scenario-based analysis of the fu-

ture sourcing and financial performance that result from a supply 
strategy.

− Firms with this capability use it to set performance objectives, 
guide planning decisions, and manage expectations and perform-
ance risk 

3. The ability to design supply strategies to achieve sourcing objectives 
across uncertain business outcomes 
− Firms with this capability use it to manage the impact of business 

uncertainties on their sourcing and overall business performance, 
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and to provide more specific guidance on their requirements to 
their suppliers. 

4. The ability for management to efficiently and consistently shape per-
formance commitments from suppliers and liabilities to suppliers, in 
accordance with their business objectives. 
− Firms with this capability use it to manage their strategic supply 

base as an extension of firm so that the “supply service” meets the 
top and bottom line objectives of the income statement, the asset 
and liability objectives of the balance sheet, and the customer ser-
vice and business risk objectives of the firm’s overall strategy. 

5. The ability to monitor your supply position to proactively identify and 
address shortage or excess inventory exposures. 
− Firms with this capability use it to ensure that the flexibility that 

they put in place is executed to meet their business objectives and 
that they have sufficient early warning to address looming gaps in-
stead of having to react to actual gaps. 

This framework strives to achieve two fundamental objectives, 1) ensur-
ing that your supply base can meet your objectives, and 2) ensuring that 
your supply base will meet your objectives. That the supply base can is a 
function of the quality of information that is shared. That the supply base 
will is a function of the control over the assets that you have in your supply 
chain. Both are a function of having the business and financial objectives 
aligned across the supply chain. Once a company can capture the uncer-
tainty it faces and can develop metrics to measure and manage this uncer-
tainty, structured contracts provide the necessary information, control, and 
alignment to drive the investment in capacity and inventory to meet the 
upside while balancing the buyer’s and supplier’s cost structure and risk 
profile in the flat or down markets. 

7.5 Technical Implementation 

7.5.1 Range Forecasting 

The first step in calculating cost and risk of sourcing alternatives is the 
capturing of uncertainty as a basis for the analysis. In our framework, this 
is accomplished by the Range Forecast. A Range forecast captures the 
demand and price uncertainty in the future based on market conditions. 
This error can be reflected through forecast scenarios (high, base, low) 
scaled to the level of error commonly experienced in forecasts.  However, 
this is more than the traditional what-if analysis. No demand pattern fol-
lows the smooth lines typically found in what-if analysis. Rather true de-
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mand is likely to oscillate in between and around the scenarios. Capturing 
this volatility is also essential as it significantly can change the perform-
ance on a sourcing contract. This volatility can be captured through the 
analysis of historical demand patterns and forward-looking scenarios. The 
stochastic model underlying the Range Forecast then translates these in-
puts into scenarios that preserve serial correlation, accurately reflecting 
and updating changes in the conditional distributions. The range and vola-
tility of an example are shown in the following samples for an analysis of a 
new suspension module in the automobile industry. 

While in this particular instance, a mean reverting/diverting stochastic 
process is used, the model and solution methodology is independent of the 
underlying stochastic process. Once the uncertainty about the key determi-
nants of sourcing performance has been captured, the future-sourcing per-
formance, by each business scenario of any given sourcing strategy can be 
calculated.  

Fig. 7.1. Range Forecast Output

7.5.2 Computational Risk Analysis of Portfolios and Options 
of Structured Agreements 

In the following, we will describe the framework of Structured Supply 
Agreements. It is in many ways an extension of the research described ear-
lier. The main difference is that it extends the set of metrics for analysis, 
enabling deeper analysis of tradeoffs between the key elements of per-
formance: price, availability, and liabilities/inventory. Together with the 
mathematical model to evaluate these agreements under uncertainty pre-
sented below, it enables the identification and implementation of optimal 
supply agreements that minimize cost and risk for the supply chain. 
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Structured Agreements capture and communicate constraints and per-
formance tradeoffs throughout the supply chain. Each structured agree-
ment can include one or more of the following components: 

1. Quantity: minimum and maximum quantity in units for each period 
The buyer commits to ordering at least the minimum quantity in each 
period. In return, the supplier commits to the availability of the maxi-
mum quantity and the replenishment and capacity requirements con-
nected with this commitment. Both sides often solidify the commit-
ments through incentive payments or penalties if commitments cannot 
be met 

2. Price: Unit price by period, fixed or market dependent 
This price can be changing over time based on a price schedule, it can 
be linked to a market index, and have potential caps and floors to limit 
market exposure to both parties. 

3. Lead time: Order placed in period t will be delivered in period t + LT 
This is the leadtime (LT) for delivery by the supplier. A unit ordered in 
period t will be delivered in period t+LT. The reduction of leadtime 
generally enables the reduction of inventory and shortage risk, but 
leads to higher cost and liability exposure. 

4. Cancellations of orders 
Orders that have been placed in period t can be cancelled in periods 
before t+LT. The extra cost and liability by this added flexibility is 
covered by a time-dependent cancellation fee paid by the buyer. 

5. Swing Contract 
Minimum and maximum quantities are set over a range of periods. 
These are often in addition to period by period constraints. 

6. Minimum order quantities (batch size) 
Many industries have minimum batch sizes for production that drive 
minimum per-order quantities. In many cases, these are significant cost 
and risk drivers in the supply chain. 

7. Sequential capacity expansion options 
Sequential capacity expansions can be handled in many different ways. 
In our framework, capacity expansions are introduced as a new agree-
ment that has a lead time and an associated payment for the capacity 
expansion cost. 

The state space for uncertainty will be defined by the triplet (demand, 
price, availability). This information is captured in a single vectorω . Ad-
ditionally in each period there is a separate event that determines the sup-
plier specific availability dependent of demand and market conditions. We 
assume that this information is available at the time the order is placed. 
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The sequence of events is as follows: 

1. Based on the uncertainty realized at the end of the prior period, inven-
tory and inventory position is updated. 

2. Uncertainty for the period is realized. This includes the realization of 
environmental uncertainty in addition to supplier specific uncertainty 
that drives supplier specific availability issues. 

3. New orders are placed  
4. Cost for the period is calculated. 

7.5.3 Mathematical Formulation 

Order Decisions 

tX   matrix that contains all outstanding order information for pe-

riod t. The rows (indexed by j) represent the different leadtime 
options (referred to hereafter as contracts) and columns (indexed 
by i=0 to LT) represent the number of periods until delivery. 
Contract 0 represents inventory. 

t

ijx ,   quantity of units ordered on contract  j due to arrive period t+i. 

This follows from the above definition 

t

LTjx ,   decision variable for each contract 1 to J in period t 

tE   matrix of indices that contains the ongoing expansions for period 

t. The rows (indexed by j) represent the different expansion op-
tions and columns (indexed by i=0 toT) represent periods when 
the expansion becomes available.  

t

ije ,   index (0,1) of expansions j available in period t+i. This follows 

from the above definition 

t

LTje ,   decision variable for each expansion 1 to J in period t 

tZ   matrix of cancellations for contracts j = 1 …J in period t 

t

ijz ,   (decision variable) is the quantity of units cancelled on contract j 

due to arrive period t+i. 

Pricing Information 

t

kjp ,  price for one unit at price tier k for contract j in period t. 
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t

kjT ,  quantity break points for the tiered pricing structure. 

Availability

)( t

t

j ω∆   fraction of units that the supplier failed to deliver on contract j. 

This is both a function of the state that describes the overall un-
certainty as well as a “coin-toss” that determines the supplier 
specific availability. 

Uncertainty

t   is the state of uncertainty (demand, price, availability). The state 
of uncertainty refers to the state of information at the time the 
decision is made. 

Cost Parameters 

tS  shortage cost in period t 

tBO  back-order cost in period t 

tH  physical holding cost in period t 

bo  fraction of shortages that are backordered. 

Other Contract Parameters 

tjinv , required investment to add expansion j in period t 

ijbp , buyer penalty for canceling an order on contract j, i 

periods in the future 

jsp supplier penalty for not delivering an order on the 

schedules delivery date 

)( t

t

jMax ω   maximum order quantity on contract j in period t. This 

parameter can be a function of the market conditions. 

)( t

t

jMin ω   minimum order quantity without penalty on contract j 

in period t. 

)(_ t

t

jbatchMin ω   minimum order batch size on contract j in period t. 

jswMax _   maximum order quantity on swing contract j 
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t

jswMax _   maximum order quantity on swing contract j in period 

t. The cumulative quantities for contract j are counted 
against the cumulative available units. 

jswMin _   minimum order quantity without penalty on swing 

contract j 

t

ij ,β fraction of order that can be cancelled on contract j 

when the order is i periods out 

7.6 Calculation Engine 
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− Total purchase costs in the period 

=
j

t

LTjjeinvtECAP ,)(

− Investment cost for expansions in period t 
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t

j

t

ojjttj xspXSP ωω ∆−=

− Supplier penalty for units not delivered at the time of delivery 
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− This term is the buyer penalty based on failure to meet minimum 
purchase requirements plus cancellation penalties for units already 
ordered. Additional penalties are possible for not meeting mini-
mum quantities for swing contracts. 

Subject to: 

t
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t
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− Constraint on the number of units that can be cancelled 

t
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t

ij

t
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− Updating of outstanding orders 
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− Updating of inventory (contract 0) for next period 
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− Maximum constraint on inventory given the state of uncertainty 
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− Maximum order size on contract j in period t given the state of un-
certainty and expansion 

)(_, t

t

j

t

LTj swMaxx ω≤

− Maximum available quantity on swing contract j in period t given 
the state of uncertainty 

)1,0(),(_, ∈≥ t

jt

t

j

t

j

t

LTj batchMinx δωδ

− Minimum order batch size on contract j in period t given the state 
of uncertainty 

The sourcing strategy that optimizes expected Total Sourcing Cost is 
given by the minimum of the objective function ),( ttt Xf ω subject to the 

constraints outlined in the model. The mathematical problem is an instance 
of a stochastic dynamic program with uncertainty given by the vec-
tor tω .The objective function is piecewise linear with mixed integer con-

straints due to the presence of capacity expansion and/or minimum order 
constraints.

The computational challenge of solving this model is given by the po-
tentially large state space due to uncertainty in demand, price and avail-
ability combined with a large number of decision and state variables in the 
model (orders placed, backorders, inventory, and expansions). Integer con-
straints obviously further add to the difficulty. To appreciate the computa-
tional complexity, consider the problem of projecting the sourcing per-
formance over the next 12 months in monthly increments. Assume the 
sourcing portfolio includes 2 sourcing alternatives and 1 capacity expan-
sion option with a 3 month lead time. Formulated as a dynamic program-
ming problem with 12 stages, each stage involves solving for the optimal 
order and expansion decisions for multiple instances of the discrete state 
space. Although each of these problems involves up to 50,000 constraints 
and an equivalent number of variables, it can be solved efficiently with 
standard optimization software, especially in the absence of integer con-
straints. In contrast, with a traditional dynamic programming formulation 
finding the optimal decision for each state requires solving hundreds and 
potentially thousands of decision problems for each stage. Any naïve ap-
proach will render this approach intractable in any reasonable time frame. 

Nevertheless, a carefully designed algorithm that balances the trade-offs 
between the dimensionality of the state and uncertainty space has been de-
signed. An efficient implementation of this algorithm solves regular prob-
lems within a few minutes and takes just slightly longer for planning prob-
lems over longer horizons. The algorithm sits at the heart of an enterprise 
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solution that delivers cost and risk analysis of sourcing alternatives for di-
rect materials in different industries. The system comprises of efficient 
data input, the range forecast analytics described above and a large set of 
configurable reports that can be used within the system or exported. 

7.7 Contract Design & Management Reporting 

SRFM introduces an extension to the traditional landed cost model. The 
basic measures in the risk-adjusted Total Sourcing Cost calculation are 
“fully-loaded” price, inventory/liability costs, and shortage related costs. 
The fully-loaded cost should reflect most of the terms in the total landed 
cost model, such as freight and taxes, as well as volume discounts, price 
floors and caps, restocking fees, etc. This part seems pretty straight for-
ward.

The key distinction in a risk-adjusted calculation is that fully loaded cost 
and additional metrics are evaluated over hundreds of forward-looking 
scenarios so that metrics such as the average inventory level, and average 
percentage short can be computed across a large number of scenarios. Fur-
thermore true risk metrics such as the probability that inventory will ex-
ceed, for example, 90 days, or that shortages will exceed 10%, or that the 
backlog will exceed 1 month can also be computed. Price risks can also be 
projected.  A buyer may want to evaluate the exposure to expedite fees on 
production at the suppliers or on freight or the exposure to price increases 
in a capacity constrained supply market. In companies where these metrics 
have been successfully introduced, management is specifying targets on 
both the average performance of the contract as well as performance 
against different risk metrics across a range of scenarios. 

For example, to decide between 2 sourcing alternatives, expected Total 
Sourcing Cost over all possible scenarios is the key metric to focus on. 
Furthermore, the performance for specific demand scenarios, e.g, high or 
low demand might be taken into account, or a sourcing strategy with a 
slightly higher inventory risk in return for a reduced shortage risk might be 
preferred, even though Total Sourcing Cost is higher. Sometimes, more 
important than the average value, the timing of shortages or inventory risks 
is a key focus for the organization. In these situations, detailed over-time 
reports provide the tool to fine tune the strategy. While the automatic risk 
management system relies on numerical data, risk and its evolution over 
time is much easier visualized, so both numerical data and graphical re-
ports are provided to support these functions. Further functionality enables 
the optimal utilization of sourcing alternatives in volatile business envi-
ronments and acts as an early warning system. The system can be fully 
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automated, but also enables detailed sensitivity analysis to validate the re-
sults or solve non-standard problems. 

In the following sections, we will showcase applications within different 
industry sectors that utilize the described range forecasting and valuation 
method.

7.8 Industry Examples 

7.8.1 Tooling/Capacity Planning in Automobile Industry 

In the last 3 years, several automotive manufacturers introduced a sunroof 
integrated into an all glass roof.  Clearly the adoption of this new roof was 
highly uncertain; first it was more expensive than the traditional sunroof, 
and second many customers may still prefer the traditional sunroof. In the 
auto industry it is commonplace for the buyer to pay for the production 
specific machines, tooling, fixtures, and gauges. Hence the buyer is faced 
with making an investment that will determine the capacity level long be-
fore the adoption of the option is known. Therefore, the impact of the in-
vestment decision, in conjunction with the company’s aggressive policies 
regarding customer backlog, led to a critical trade-off between price risk 
and availability risk. 

Relying on a rule of thumb to cover the plan plus a standard percentage, 
the buyers consistently found themselves over- or under-investing in ca-
pacity.  In this case, the benefit of applying SRFM was threefold. First in 
receiving a range forecast instead of a point forecast, the buyers knew what 
range of outcomes they would need to cover.  Second, knowing the range 
of demand that they would likely need to cover, the buyer can evaluate a 
range of strategies, factoring in the initial investment plus the cost and time 
to expand capacity. Third, by quantifying the performance of these differ-
ent strategies, the business objectives could be met at the lowest cost and 
risk. Below is a sample of the output from the analysis (Figure 7.2). The 
first alternative, 82k, corresponds to the rule of thumb for a high demand 
scenario, and the abbreviation OT represents overtime and Exp represents 
capacity expansion. Of course the capacity expansion required a consider-
able leadtime. 

Without delving into all of the details, the take-away from the tables and 
charts are that by decreasing the capacity investment and adding an option 
for capacity expansion (62k+Exp), prices would have reduced by 6% and 
9% in the low scenarios, 5% and 6% in the medium scenarios, and 4% and 
0% in the high scenarios. Additionally (the colors correspond to percen-
tiles) there is roughly a 15% chance that if the 62k option is selected the 
capacity expansion will be required. Additionally, when the shortages oc-
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cur, they almost always are less than 5%, with only a few periods seeing a 
small likelihood of reaching 10%. Given that consumers of this brand are 
willing to wait some amount of time for their vehicle, this backlog was 
consistent with retaining most of those customers. 

Fig. 7.2. Tooling & Capacity Manager Report

7.8.2 Capacity and Launch Planning in the CPG Industry 

Figure 7.3 shows some of these risk metrics in action for a CPG buyer. 
The report compares two launch plans and compares them over hundreds 
of demand scenarios. The report groups results into the lowest 25%, the 
middle 50%, and the highest 25% demand scenarios (note this grouping of 
hundreds of scenarios is distinctly different from running three scenarios). 
The top of the report shows a pro-forma cost statement for each scenario 
group, and the bottom provides explicit measures for service level and in-
ventory performance. 

There are several key insights from this report. First, some alternatives 
may be most attractive due to their performance in the low or high cases. 
For example, even if the new approach showed a 1% increase in Totals 
Sourcing Cost in the mid range (currently 2.4% better), the fact that it was 
11.8% better in the low range (because it reduced the inventory write-offs 
from $346k to $234k) and 4% better in the high range (because it reduced 
shortages from 2.8% to 0.5%) may make the second approach preferable. 
Second, while performance along the mid-range may look pretty reason-
able on inventory and shortage metrics, the exposures to inventory in the 
low case and shortages in the high case may be completely unacceptable. 
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Fig. 7.3. NPI Manager Report  

Figure 7.4 shows even greater detail on the inventory story. The follow-
ing graph shows the distribution of outcomes over all of the demand sce-
narios considered. The colors, as indicated by the legend, correspond to 
percentiles. The top of the gray represents the 90th percentile; 90% of the 
outcomes were below the top of the gray bar. The top of the dark blue bar 
corresponds to the 75th percentile; 75% of the outcomes were below the top 
of the gray bar. Revisiting the SMI example discussed throughout this arti-
cle, this chart might only show a gray bar, suggesting that the 75th percen-
tile of inventory was zero, but the top of the gray bar may show an expo-
sure much greater than zero, just as in the last downturn when liabilities 
ballooned to 180 to 360 days of supply. 

On the chart on the left hand side of Figure 7.4, we see a typical fashion 
goods launch strategy; positioning a large supply of FGI (in this case the 
black line shows that prior to demand a large buffer was installed) to fill 
the channel and capture the benefits of a successful product. In the remain-
der of the product life-cycle, the legacy of this risky positioning translates 
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into substantial inventory levels. In contrast, the suggested alternative sub-
stantially reduces the inventory levels, on average and at each percentile.  

Fig. 7.4. Inventory Over Time Graph 

7.8.3 Supply chain coordination in the High-Tech Industry 

Post launch, the focus turns to managing A-Part spend. Typically these 
parts are high-value, long leadtime, exposed to allocated capacity, or avail-
able from limited sources. The primary purpose of SRFM in this context is 
balance the trade-offs between availability and liabilities while continuing 
to hit price targets. It goes without saying that long leadtimes are impedi-
ments to flexibility. Unfortunately business cycles can create problems out 
of even short leadtime components. Towards the end of 2000, many com-
ponents were on allocation, prices were increasing, and shortages were 
rampant. In a matter of months, capacity utilization dropped to as low as 
30% in some sectors, and months of inventory become quarters if not years 
of material. The write-offs and write-downs were well documented in the 
hundreds of millions. Today we already see this cycle repeating itself. For 
example, fabs (bare boards) went from rock-bottom prices to constrained 
supply in last six months of the year.  

Consider the case of one electronics capital equipment manufacturer. 
The equipment is highly configurable, coming in over 10,000 possible 
configurations. Fortunately for most of their products, most of the supply 
challenge revolves around just 20 part numbers that account for nearly 
70% of the cost on the BOM.  Here the application of SRFM is twofold; 
first to negotiate flexibility terms commensurate with the uncertainly levels 
in this high volatile industry, second to monitor the ongoing supply posi-
tion to proactively identify bottlenecks and to ensure balance across the 
commodities.  
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7.8.3.1. Create a Portfolio of Supply Sources 

Figure 7.5 shows two sourcing “portfolios”, each made up of a fixed quan-
tity commitment at a price discount designed to serve baseline demand at 
the lowest possible cost, and some flex agreements at higher pricing de-
signed to cover potential upside demand.  Portfolio A attempts to balance 
the expensive flexibility option with the current option of purchasing mate-
rial at the 3 month leadtime. Portfolio B drops the 3 month leadtime, rely-
ing entirely on a large upside capability that is considerably more expen-
sive. While these are just two options, obviously there are many other 
alternative combinations. The key question is how much of each option to 
incorporate.

Portfolio A Portfolio B 
 Quantity Quantity 

Firm Commit 800
5% discount 

800
5% discount 

Flex Option 
(3 mon LT) 2500 0 

Peak Flex 
(1 wk LT) 

1500
10% premium

4500
15% premium 

Fig. 7.5. Contract Alternatives 

These differences in contract structure generate important differences in 
each dimension of sourcing performance.  Specifically, Portfolio A pro-
vides lower expected material cost, while the Portfolio B, with the large 
flex contract, reduces both inventory and shortage exposure.  Which one is 
right for your business? Do you want superior performance in the lower 
scenarios or the higher scenarios? 

7.8.3.2. Monitor Ongoing Supply Position 

Below is an example of the supply position report used by the capital 
equipment manufacturer. 

There are several noteworthy elements to this report. First, the report 
consists of forward-looking projections, providing a management level 
overview of the state of the supply over the upcoming months (the next 
year in this example – more likely the next quarter or two). The analyst can 
also provide month-by-month drill downs in case the average performance 
over the quarter or year does not reveal significant exposures in any par-
ticular month.  Second, it reports both average performance as well as risk 
metrics as they are defined by the decision maker. As in the VMI/SMI ex-
ample described in the introduction, the Y Channel satisfies the average 
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inventory constraint (less than 40 days), but fails the risk-inventory con-
straint (less than 120 days).  Third, the report highlights the material in 
violation of any of the management goals. Again this report is just exem-
plary. In the actual implementation additional metrics were reported, such 
as purchase level recommendations, cash outflow, and maximum support-
able ship plans. 

Fig. 7.6. Contract Alternatives Report 

Fig. 7.7. Supply Position Report  
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7.9 Summary

History has shown that wherever assets meet uncertainty, the risk of multi-
million dollar misses or even stock-price altering events is real. This hap-
pens at stages of the product life-cycle. The right processes, tools and 
frameworks for managing these risks can generate huge savings as well as 
protect the income statements and balance sheets from violent swings. 
Companies have long adapted sophisticated tools used by highly-trained 
professionals to manage currency risk. The time has come to apply the 
same resources to manage their sourcing risk in the increasingly out-
sourced environment. 

In this chapter, we outlined the necessary steps to develop the processes, 
tools and framework. At the heart of these steps are the ability to capture 
the uncertainty that you are trying to manage and ability to project the per-
formance of your initiatives against this uncertainty. This can be accom-
plished by the Range Forecasting techniques and the mathematical valua-
tion model we introduced. As always the right set of metrics will ensure 
that you are asking and answering the right set of questions. The set of in-
dustry examples spanning the Automobile, CPG and High-Tech sector 
demonstrate the use and benefits of this approach.  

While both the academic literature and the actual examples in this chap-
ter demonstrate the considerable benefit of managing risk and flexibility, 
the adoption of these practices is not immediate. First and foremost, a so-
phisticated tool is required to quantify and manage the risk. However, to 
date only one vendor supplies such a tool and the costs to build a tool in-
ternally are substantial. Second, the application of this discipline is cross-
functional. Not only are several functions required to participate in the 
process, but the metrics that are affected are spread across the income 
statement and balance sheet, and therefore, the entire organization. There-
fore, considerable change management is required to align the different or-
ganizations and to introduce and track the new set of metrics.  

References

Angelus, A. (1996) Optimal Sizing and Timing of Capacity Expansion with Im-
plications for Modular Semiconductor Wafer Fabs, Working Paper, 
Stanford University 

Angelus, A., Wood, S.C. (1996) The Effect of Capacity-Interdependent Costs on 
Size, Timing, and Value of Irreversible Investments, Unpublished Re-
port, Graduate School of Business, Stanford University, CA 

Bassok, Y., Anupindi, R. (1997) Analysis of Supply Contracts with Total Mini-
mum Commitment, IEEE Transactions 29, 373–381 



7.9  Summary      165 

Cachon, G.P. (2004) Supply Chain Coordination with Contracts, Working Paper, 
The Wharton School of Business, University of Pennsylvania 

Dixit, A.K., Pindyck, R.S. (1994) Irreversible Investment with Uncertainty and 
Scale Economies, Princeton University Press, Princeton, New Jersey 

Erlenkotter, D. (1969) Preinvestment Planning for Capacity Expansion: A Multi-
Location Model, Ph.D. Dissertation, Graduate School of Business, 
Stanford University 

Erlenkotter, D. (1976) Coordinating Scale and Sequencing Decisions for Water 
Resources Projects, Economic Modeling for Water Policy Evaluation, 
North Holland/TIMS Studies in the Management Sciences 3: 97–112 

Erlenkotter, D. (1977) Capacity Expansion with Imports and Inventories, Man-
agement Science 23, 694–702 

Fisher, M., Raman, A. (1996) Reducing The Cost Of Demand Uncertainty 
Through Accurate Response to Early Sales, Operations Research 44,
87–99

Friedenfelds, J. (1981) Capacity Expansion: Analysis of Simple Models with Ap-
plications, Elsevier North Holland, NY

Giglio, R. J. (1970) Stochastic Capacity Models, Management Science 17, 174–
184 

Leiberman, M. B. (1989) Capacity Utilization: Theoretical Models and Empirical 
Tests, European Journal of Operational Research 40, 155–168

Luss, H. (1982) Operational Research and Capacity Expansion Problems: A Sur-
vey, Operations Research 30, 907–947 

Manne, A.S. (1961) Capacity Expansion and Probabilistic Growth, Econometrica
29 (4): 632–649 

Moinzadeh, K., Nahmias, S. (1988) A Continuous Review Model For an Inven-
tory System with Two Supply Modes, Management Science 34 (6): 
761–771 

Tsay, A., Lovejoy, W. (1999) Quantity-flexibility Contracts and Supply Chain 
Performance,  Manufacturing & Service Operations Management 1 
(2): 89–111 

Zhang, V. (1996) Ordering Policies for an Inventory System with Three Supply 
Modes, Naval Research Logistics 43: 691–708 



8 Reverse Logistics – 
Capturing Value in the Extended Supply Chain 

Moritz Fleischmann, Jo van Nunen, Ben Gräve and Rainer Gapp 

8.1 Introduction

Conventional supply chain perspectives consider a set of processes, driven 
by customer demand, that convey goods from suppliers through manufac-
turers and distributors to the final customers. However, this is not where 
the story ends. Physical goods do not simply vanish once they have 
reached the customer. Nor does the value incorporated in them. Therefore, 
many goods move beyond the conventional supply chain horizon, thereby 
triggering additional business transactions: used products are sold on sec-
ondary markets; outdated products are upgraded to meet latest standards 
again; failed components are repaired to serve as spare parts; unsold stock 
is salvaged; reusable packaging is returned and refilled; used products are 
recycled into raw materials again. 

The set of processes that accommodate these goods flows, which can of-
ten be interpreted as running ‘upstream’ in a conventional supply chain 
scheme, is known as ‘reverse logistics’. Examples are manifold. Two cate-
gories, however, form the basis of the growing importance of reverse lo-
gistics throughout the past decade, namely return agreements for excess 
products and extended producer responsibilities. 

The first category refers to a customer’s right to return a purchased 
product and be refunded. Due to their increased channel power, retailers 
have been able to negotiate the right to return excess stock to manufactur-
ers. Supply chain management analyses have shown that this type of return 
contracts can, in fact, be beneficial for both the manufacturer and the re-
tailer. Thereby, the manufacturer’s benefit hinges on larger expected sales 
volumes (Tsay et al. 1998). Similarly, consumers often have the legal right 
to return products within a certain period after purchase. This factor is 
gaining particular importance in the context of e-business, where custom-
ers cannot physically inspect products prior to purchasing. All of the above 
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cases confront companies with returns of technically ‘new’ though possi-
bly outdated products. Subsequent options differ by case. In the simplest 
case, products may simply be restocked. Other products may require re-
packaging or thorough inspection. Yet other products are salvaged through 
outlet channels. However, even in the case of simple restocking, effective 
administration and efficient handling of returns often constitute serious 
challenges.

The second category of reverse logistics activities that have drawn much 
attention is related to used products. Increasingly, companies are held re-
sponsible for the entire life-cycle of their products. By this token, several 
countries require companies to take back and recover their products after 
use by the customer. A well-publicized example concerns the recent direc-
tive on Waste of Electrical and Electronic Equipment (WEEE) of the 
European Union (see European Commission 2004). Even in less regulated 
environments, such as the U.S.A., increasing disposal costs drive compa-
nies to offering used product take-back as a customer service. At the same 
time, companies have been recognizing the value potential of used prod-
ucts. In particular, many high-end products from the business market are 
still valuable in other market segments, even after a few years’ use. Simi-
larly, used products may contain valuable components that can serve as 
spare parts. This value potential renders used products attractive not only 
for the original manufacturer but also for specialized third parties. In either 
case, this business requires novel supply chain processes that include the 
former ‘user’ as a ‘supplier’. 

In the past decade, reverse logistics has grown to a significant business 
sector. Most logistics service providers offer reverse logistics as one of 
their core competences. A quick search on the Internet yields links to a 
host of reverse logistics programs. Many leading original equipment 
manufacturers (OEMs) are engaged in product recovery initiatives and 
highlight them in their company reports. 

At the same time, reverse logistics has also gained recognition in the 
academic community. Many leading supply chain management confer-
ences feature dedicated sessions on this topic. The number of related arti-
cles published in academic journals has been growing exponentially. Sev-
eral renowned international journals have recognized the topic through 
special issues (e.g., Interfaces 33(4), 2003; Production and Operations 
Management 10 (2+3), 2001; California Management Review 46(2), 
2004). Recent books on reverse logistics include research monographs, 
textbooks, and case collections (e.g., Rogers and Tibben-Lembke 1999; 
Guide and Van Wassenhove 2003; Dekker et al. 2003; Flapper et al. 2004). 

In this chapter, we review the field of reverse logistics. We discuss its 
opportunities and its challenges and indicate potential ways for companies 
to master them. We highlight what makes reverse logistics different from 
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‘conventional’ supply chain processes, but also point out many analogies, 
and we explain how both views can be integrated into an extended supply 
chain concept. As a basis for our discussion, we draw on two sources. 
First, we review key results from the academic literature. Second, we 
complement them with illustrations of reverse logistics practice at IBM.  

Throughout our analysis, we take a supply chain management perspec-
tive and we emphasize the need for differentiation. The main lesson 
learned from supply chain management concerns the benefits of a holistic 
view: Rather than trying to optimize individual business processes sepa-
rately, companies need to coordinate processes along the entire chain, 
based on their underlying common goal, namely satisfying customer de-
mand. Applied to our field of analysis, this implies that decisions in re-
verse logistics should consider the entire scope ranging from the original 
customer, as the source of product returns, to the future market for these 
products. In the subsequent sections, we highlight how current business 
practice still deviates from this ideal, in particular by focusing predomi-
nantly on either the supply or the demand side. In fact, one can take the 
supply chain management impetus even one step further by considering 
the ‘original’ chain and the ‘reverse logistics’ chain together. In this view, 
reverse logistics simply becomes a particular set of processes in an ex-
tended overall supply chain. In the literature, this extended chain is often 
denoted as ‘closed-loop supply chain’ (Guide and Van Wassenhove 2003). 
In the subsequent sections we highlight implications of this extended view 
and its link with novel business models, such as the shift from a physical-
product orientation to a service orientation. 

A second aspect that we believe deserves particular emphasis is the dis-
tinction of different reverse logistics environments. It is not surprising that 
early reverse logistics literature focused on basic common elements, 
thereby leaning towards a ‘one size fits all’ approach. However, as the 
field is maturing, a more detailed view is in order. While sharing a com-
mon set of processes, different reverse logistics environments entail differ-
ent priorities, different preferences, and different trade-offs and therefore 
require different managerial decisions. We highlight these distinctions in 
our discussion. 

The remainder of this chapter is structured as follows. Following this in-
troduction, Sections 8.2 and 8.3 consider supply and demand interfaces in 
reverse logistics, respectively. The next two sections address the supply 
chain design that links these interfaces. Section 8.4 focuses on location de-
cisions, while Section 8.5 zooms in on temporal coordination of reverse 
logistics processes. Section 8.6 summarizes our view on this field. We start 
each section with a general discussion and then illustrate it with IBM prac-
tice.
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8.2 The Supply Side – Reverse Product Flows 

As a first step to highlighting opportunities in extended supply chains, we 
take a closer look at the supply side, that is, at the potential sources of ‘re-
verse’ product flows. In line with the discussion in the previous section, 
we interpret this notion rather broadly and consider all flows that surpass 
the conventional supply chain scheme, i.e. from suppliers via manufactur-
ers and distributors to the customer. This view encompasses, in particular, 
the two cases highlighted in the introduction, namely returns of excess 
products to the previous supply chain member (also known as ‘commercial 
returns’) and returns of discarded used products (also known as ‘end-of-
life returns’). However, the scope of our discussion is much broader and 
also includes, e.g., reusable product carriers, such as pallets, and boxes, ro-
table spare parts, and leased equipment. In many cases, these products 
move to an upstream supply chain stage. Yet the terms ‘returns’ and ‘re-
verse’ are primarily symbolic and should not be interpreted as necessarily 
going back to the original sender. 

In the literature, several schemes have been proposed for classifying this 
diverse collection of extended product flows. In a previous contribution, 
we have grouped these flows into five broad categories, namely (i) end-of-
life returns, (ii) commercial returns, (iii) warranty returns, i.e. failed prod-
ucts submitted for repair, (iv) production scrap and by-products, and (v) 
reusable packaging material (Fleischmann 2001). De Brito and Dekker 
(2003) classify reverse flows based on two dimensions, namely the supply-
chain stage at which they occur (production, distribution, or use) and the 
sender’s reason for disposing of the product. They argue that returned 
products are either defective or their original purpose has become redun-
dant. It is worth pointing out that the boundaries of the latter category are 
somewhat blurred since they actually refer to the owner’s relative valua-
tion of keeping the product versus disposing of it. If only the incentives are 
high enough, he will be willing to give up the product. For a given product, 
the challenge for companies engaged in reverse logistics is, of course, to 
identify those sources to which they have to offer relatively little incen-
tives.

As for the sender, one can also distinguish different drivers for the re-
ceiving party. The literature commonly lists economic, commercial, and 
legal motives. The most obvious driver for acquiring products is their fu-
ture market value. Alternatively, product take-back may be a customer-
service element which supports sales in the original channel. At the same 
time, companies can often exploit such a policy to showcase themselves as 
environmentally conscious. Finally, companies may simply have the legal 
obligation to take their products back, as discussed in the introduction. It is 
worth emphasizing, however, that even in the latter cases companies may 



8.2  The Supply Side – Reverse Product Flows      171 

eventually find opportunities for exploiting returned products as valuable 
resources. We discuss this aspect in detail in the next section. 

Another important insight from the literature concerns the fact that re-
verse product flows arise, in principal, at all supply chain stages (de Brito 
and Dekker 2003). Each stage in the process implies different product 
characteristics - and thereby a different market potential. Products returned 
at the final stage are, by definition, used. In contrast, products returned 
during the distribution phase are technically new – although they may be 
commercially outdated. Similarly, it is worthwhile distinguishing sources 
in the business market from those in the consumer market. Business mar-
kets typically offer larger volumes of homogenous, relatively high-end 
products, whereas products are much more dispersed in the consumer mar-
ket. Obviously, these differences heavily impact potential costs and reve-
nues. Again, we follow up on these implications in the next section. 

To make the above theoretical concepts specific, we illustrate their im-
plementation at IBM. The electronics industry has been one of the key sec-
tors of reverse logistics developments. The combination of a huge market 
volume, short product life-cycles, and a potential of repair processes re-
sults in a large potential supply for reverse logistics. At the same time, this 
large volume also entails significant environmental concerns. Therefore, it 
is no coincidence that electronic products have been playing a prominent 
role in the discussions of extended producer responsibility, such as the 
WEEE directive (see above). The fact that life-cycles of electronic equip-
ment are determined primarily by technological progress, rather than by 
physical failure, represents both an opportunity and a challenge. On the 
one hand, many ‘end-of-life’ products are still in good working condition 
and may therefore find another useful application. On the other hand, 
quick depreciation puts this option under significant time pressure (see 
Blackburn et al. 2004). 

Recognizing the impact of product returns, IBM has bundled their man-
agement in a dedicated business unit Global Asset Recovery Services 
(GARS), a subdivision of its Corporate Finance organization. GARS 
worldwide operations are subdivided in three geographies, namely the 
Americas (North, Mid, and South), Europe, Middle East, and Africa 
(EMEA), and Asia Pacific. Together, these operations handled some 1.5 
million units of returned equipment in 2003, of which the vast majority are 
personal computers (PCs), including non-IBM brands. High-end main-
frames and mid-range server equipment account for a smaller fraction of 
the return volume. GARS operates primarily in the business market. Its 
core supply consists of end-of-lease equipment, which is owned by its 
mother organization Corporate Finance. Other fractions of returns stem 
from ‘old-for-new’ buy-back initiatives and from commercial returns by 
supply-chain partners. In a growing number of countries, IBM also offers 
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its customers the option to return end-of-life used equipment. Returns from 
the consumer market play a more subordinate role and are primarily driven 
by legal requirements, such as the WEEE directive. In the next section, we 
discuss the potential value of these different streams. 

In addition to returned equipment, IBM also manages reverse logistics 
processes for replaced components that can be repaired and used as service 
parts. For a detailed discussion of these processes we refer to Chapter 9 of 
this volume. 

8.3 The Demand Side – Remarketing 

Having considered the supply side of reverse logistics, we now turn to the 
other end of the chain, namely potential market demand. Arguably, this is 
the single most important factor determining the profitability of any re-
verse logistics program. Therefore, carefully and systematically consider-
ing potential options is vital. Creativity plays an important role at this 
point.

The most straightforward option is simply to resell the obtained prod-
ucts, possibly in a different than the original market segment. In this case, 
the reverse logistics chain essentially provides a broker function. While 
this alternative preserves a maximum of the original value added, its over-
all profitability may be limited. For products with a significant market 
value the original owner can be expected to claim at least a part of this 
value. This holds in particular for the consumer market where online mar-
ket places, such as e-bay, facilitate extensive ‘second-hand’ trading. In the 
business market, the value added of the broker function as an intermediate 
between supply and demand tends to be larger. Furthermore, reselling may 
be a viable option for products that are still in the possession of the OEM, 
such as commercial returns and lease returns. In all of these cases, techno-
logical progress tends to put significant pressure on the throughput time. 

Other market opportunities require additional value-adding steps, such 
as repair, upgrading to a more recent technological level, or even extensive 
remanufacturing. In a few cases, these recovered products are indistin-
guishable from the original products and therefore serve the same market. 
Disposable cameras are a well-known example of such a situation (Toktay 
et al. 2000). In most cases, however, recovered products are seen as dis-
tinct and address a specific market segment of price-sensitive customers 
that choose this product variant in exchange for a price discount. Under 
these circumstances, it is important to take into account potential demand 
shifts from new to recovered products, so-called ‘demand cannibalization’ 
(Debo et al. 2001). 
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It is worth emphasizing that product sales, in all their variants, are not 
the only potential opportunities for recapturing value from reverse product 
flows. Other options, which are often overlooked, are linked to earlier 
stages of the original value chain. For example, even products which by 
themselves are no longer remarketable may still prove valuable on a com-
ponent level. Recovered components may serve as spare parts, internally 
or externally, or sometimes as new production input. While in many cases 
the market value of a product exceeds the value its components and there-
fore reselling the product as a whole is more profitable a priori than com-
ponent recovery, exceptions to this seemingly intuitive rule should not be 
overlooked. Component commonality across product generations, long-
term service requirements, and high procurement costs for components late 
in the life-cycle may shift the balance in favor of the component value. 

Moving further back in the original value chain leads to the material 
content of returned products. Recycling aims at reclaiming these materials. 
Relatively low raw material prices limit the value potential of this route. 
Therefore, recycling tends to be profitable only for a few material frac-
tions, notably precious metals. Consequently, it serves as a means for ab-
sorbing at least some of the costs of reverse logistics and for avoiding dis-
posal costs, rather than being a driver for initiating new reverse logistics 
programs. Again, however, exceptions do exist, as illustrated by several 
nylon-recycling projects in the chemical industry (Realff et al. 2004). In 
general, such initiatives rely on large scale operations that seek to exploit 
economies of scale. 

In conclusion, reverse product flows may generate value on a product, 
component, or material level. In general terms, this value may materialize 
either in the form of cost reductions, by substituting original supply chain 
inputs, or in the form of revenue increases, by opening new markets. This 
distinction plays a role in the design of the reverse logistics process, as we 
discuss in the next section. Despite all of the aforementioned opportunities, 
it goes without saying that not all reverse product flows are valuable. Some 
of them represent significant disposal costs in the first place. Therefore, 
supply control is an important task. However, we repeat that the line be-
tween burden and opportunity also depends on a company’s creativity and 
vision to recognize and generate potential markets. 

IBM’s asset recovery operations illustrate many of the aforementioned 
reuse options. The priority is on reselling equipment as a whole. To this 
end, high and mid-range products generally require some reconfiguration, 
often on the basis of specific customer orders. The products are sold 
through IBM’s regular sales organization as certified remanufactured 
equipment. A portion of this stream is also sold through business partners 
and brokers. 
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For the PC sector, IBM uses a somewhat different channel and does not 
resell products directly to the customer. Instead, GARS tests these prod-
ucts and then auctions them off in large batches to brokers, who sell them 
through to specific market segments, for example in Eastern Europe. Other 
products are donated to schools and charities, sometimes entailing tax 
credits. Overall, IBM is able to resell some 80% of the PCs returned from 
the business market. 

In a following step, GARS screens the remaining equipment for valu-
able components. In particular, it supplies spare parts to IBM’s own ser-
vice division. The potential of this so-called ‘dismantling’ channel relies 
on the fact that service requirements typically extend well beyond two or 
three years, the typical duration of a lease contract. In addition, there are 
few alternative sourcing options for parts towards the end of the service 
horizon (see also Chapter 9 of this volume). For a detailed discussion of 
the dismantling channel we refer to Fleischmann et al. (2003). In addition, 
GARS also sells recovered components to external brokers. 

Finally, GARS breaks down the remaining returned equipment into 
some 50 different material fractions and sells them to specialized recyclers. 
While precious metals generate some additional revenues, other fractions 
are sold at a cost. 

The above options concern returns from the business market. Returns 
from the consumer market are less valuable to IBM, given their quantity, 
quality, and product range. Therefore, IBM often participates in industry-
wide solutions for this market sector, as for example in the Dutch ICT 
take-back program (ICT Milieu 2004). These systems typically rely on ma-
terial recycling. 

8.4 Designing the Reverse Logistics Process 

The previous two sections highlighted the sources of and potential market 
outlets for ‘reverse’ product flows. The task of reverse logistics is to link 
these two market interfaces, as illustrated in Figure 8.1. The literature 
groups the processes that provide this link into a few generic steps 
(Fleischmann, 2003): 

− Acquisition (or collection) refers to the initial transaction by which 
a company gains possession of the products; 

− Grading (or disposition or inspection) denotes the sorting of the 
product stream into fractions of different quality and their alloca-
tion to different reuse options; 
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− Re-processing includes all transformation processes that prepare 
products for their future use; 

− Re-distribution means the delivery to a new market. 

Fig. 8.1. The Reverse Logistics Chain 

The collection of these processes forms a supply chain of its own right. 
Consequently, the individual steps should be coordinated, based on their 
common underlying goal, namely generating a maximum of value. As in 
any supply chain, this requires decisions on, among other things, the allo-
cation of processes to different actors, their geographical location and con-
nection through transportation, and the timing of their execution. We ad-
dress these issues in what follows. Comparing the above ‘reverse chain’ 
with conventional supply chains, two processes deserve special attention, 
namely the acquisition and the grading steps, which differ from conven-
tional sourcing and supply. We devote a separate subsection to each of 
these processes below. In contrast, the roles of re-processing and re-
distribution essentially resemble those of traditional production and distri-
bution operations. 

Another aspect that deserves extra emphasis is the fact that the ‘reverse 
chain’ is not isolated but, by definition, builds on some preceding ‘origi-
nal’ chain. Similarly, additional chains may follow. Figure 8.2 illustrates 
this view. In some cases, successive chains may literally form a closed-
loop that repeats itself. In many other cases the different chains serve dif-
ferent markets. In any case, however, they extend the traditional supply 
chain framework to a framework that includes multiple use stages. Given 
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their interrelation, supply chain management thinking suggests that the in-
dividual chains should be considered as one entity and be coordinated such 
as to maximize their overall performance. One example that illustrates 
these interrelations concerns the original product design, which obviously 
influences all subsequent uses. Through ‘design for reuse’ or ‘design for 
disassembly’ companies explicitly take multiple use cycles into account, in 
particular by exploiting modularity (Krikke et al. 2004). From a supply 
chain management perspective, the ‘use’ stages play a particularly impor-
tant role since they actually generate the chain’s revenues. Managing these 
stages therefore is a critical lever for coordinating the extended chain as a 
whole. We return to this issue in our subsequent analysis. 

Fig. 8.2. The Extended Supply Chain 

8.4.1 Take-Back Strategies 

In Section 8.2 we listed sources of reverse product flows. The next ques-
tion is how companies can use these sources to obtain their desired inputs. 
Comparing the aforementioned sources with traditional suppliers reveals a 
number of structural differences. In a traditional buyer-supplier relation, 
the buyer simply orders the desired quantity at a given price. In a reverse 
logistics setting, the buyer’s choice is often more limited since supply is a 
derivative of a preceding supply chain cycle (see Figure 8.2). Supply may 
therefore not be available in the desired quantity or quality. What is more, 
some transactions may be supply driven rather than demand driven. That 
is, a supply push partly replaces a demand pull. This relationship is the 
most obvious for commercial returns and in the case of extended producer 
responsibilities, which simply oblige companies to take back what custom-
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ers return. However, even in economically-driven reverse logistics initia-
tives many companies to date follow a rather reactive approach. While this 
is a logical choice in some cases, it reflects a lack of awareness in others. 
In conclusion, the sourcing challenge in reverse logistics is twofold: get-
ting what you want and avoiding what you do not want. 

One way to approaching this challenge more proactively is by influenc-
ing supply through financial incentives, that is by offering buy-back prices 
differentiated by product type and quality and dynamically updating them. 
It is worth noting the particular market mechanism of this setting. Instead 
of a supplier offering products at a given price, we have a buyer soliciting 
for products at a given price. 

However, the potential of innovative concepts reaches much further. In 
particular, novel approaches exploit the interrelation between the different 
phases of the extended supply chain (see Figure 8.2). Rather than losing 
sight of their products once they reach the customer and then rediscovering 
them later through reverse logistics, companies may rather monitor the en-
tire underlying process. This opens the way to a conscious trade-off be-
tween costs and revenues, and thereby to maximizing the overall value of a 
product. Note that this approach, which is also known as ‘installed-base 
management’ (see van Nunen and Zuidwijk 2004), matches well with the 
ongoing trend from a physical-product focus to a service focus: selling 
mobility rather than cars, connectivity rather than mobile phones, and 
documenting-capabilities rather than copiers. Leasing is a classical imple-
mentation of this concept. Service contracts are another example. Selling 
services whereas keeping the physical products in their own possession, 
enables companies to optimize the use of these products, by deciding on 
replacements, maintenance, upgrading, and disposal. Advancing informa-
tion-technology capabilities further facilitate these decisions by routinely 
providing rich sets of relevant data regarding, e.g., product wear, usage 
statistics, and market profiles. As an aside we note that these developments 
also entail challenging issues regarding security and confidentiality. While 
to date few if any reverse logistics programs fully exploit these capabili-
ties, we expect them to mark the future development of this field. 

Let us return to the case of IBM. As discussed, the majority of the prod-
ucts managed by IBM’s asset-recovery organization originates from expir-
ing leases. In principal, these product returns are known in advance, based 
on the lease portfolio. However, actual return dates and quantities deviate 
from a simple one-to-one projection, since customers may request contract 
extensions and, in particular, since they may purchase the product when 
the lease expires. All in all the actual return process, of both leases and 
other types, is largely customer driven. Only in a few exceptional cases 
does GARS actively seek to take back a specific product. Besides cus-
tomer preferences, actions in IBM’s original sales channel are another fac-
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tor that determines product returns, for example through ‘old-for-new’ ex-
changes.

All in all, these different factors result in a fairly stable supply rate to 
IBM’s asset recovery operations, with some slight seasonal fluctuations, 
driven for example by customers’ budget cycles. In general, customers are 
responsible for shipping returned products to a national IBM return center. 
From there on, GARS is taking responsibility for further processing. 

8.4.2 Grading and Disposition 

In contrast with traditional supply, reverse logistics flows, in general, con-
sist of a heterogeneous mix of products of different quality and value. 
Therefore, the reverse chain typically includes some type of grading and 
sorting process, which determines the status of the individual products and 
assigns them to corresponding reuse options. This process is of prime im-
portance as a means of quality control. In addition, its design has a signifi-
cant impact on the performance of the reverse supply chain and therefore 
merits specific discussion at this point. 

The degree of centralization of the grading and sorting process gives 
rise to a trade-off. As usual, centralization tends to reduce investment costs 
by exploiting economies of scale. In the case of the grading process this 
regards testing-equipment and the required skills to operate it. On the other 
hand, de-central grading close to the source may reduce transportation 
costs by separating waste, which ought to be disposed locally, from valu-
able products, which merit further processing. What is more, de-central 
grading provides earlier supply information and may thereby speed up the 
recovery process as a whole. Blackburn et al. (2004) point out that this ef-
fect acts, to some extent, in the opposite way of postponement. While in 
traditional supply chains delaying product differentiation creates an option 
value, revealing product differences earlier creates value in reverse logis-
tics.

Many of today’s reverse logistics programs choose for a centralized 
grading and sorting process. In line with our argumentation in Section 
8.4.2, we see information technology as a factor that may reverse this 
choice. Remote access to detailed product data reduces the need for physi-
cal inspection and corresponding investments and may partly substitute 
physical flows by information flows. 

IBM’s asset recovery process involves a two-step grading process. The 
first step is based solely on nominal product type and model, rather than on 
individual product identity. GARS selects the types and models that qual-
ify for further use. The selection criteria are dynamically updated, based on 
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market developments. The selected products then undergo detailed indi-
vidual tests at a central recovery facility.

8.4.3 Location and Network Design 

Designing a logistics network for the extended supply chain involves deci-
sions on where to locate the aforementioned transformation processes, no-
tably grading and re-processing, as well as intermediate storage processes, 
and at what capacity levels. At the same time, corresponding transportation 
links need to be established. The previous subsections highlight some of 
the particular issues regarding these decisions. In addition, many of the 
traditional trade-offs also apply in this particular supply chain context. 
These include economies of scale both in transportation and in facility in-
vestments, consolidation versus responsiveness, and labor cost savings 
versus transportation. 

Given these analogies with conventional supply chain environments, it 
comes as no surprise that most of the corresponding decision support mod-
els in the literature closely follow up on traditional network design models. 
In particular, many authors have proposed variants of mixed integer linear 
programming (MILP) facility location models that include ‘reverse’ supply 
chain processes (Fleischmann et al. 2003). A few more fundamental exten-
sions include stochastic modeling elements to account for the significant 
uncertainty that is typical of many ‘reverse’ supply chains (Realff et al. 
2004). However, in many cases it appears that the benefits of these more 
involved modeling approaches are limited compared, e.g., to simple sce-
nario analyses. This conclusion hinges on the well-known ‘robustness’ 
property of network design decisions, in the sense that moderate demand 
changes do not require a fundamental network re-design. Besides, trans-
portation differences of a few hundred kilometers rarely are a decisive fac-
tor on a global scale. 

A factor that deserves specific mentioning when it comes to logistics 
network design for the extended supply chain is potential synergies be-
tween different processes. This concerns, in particular, the relation be-
tween ‘forward’ and ‘reverse’ processes, such as distribution and collec-
tion, or original manufacturing and re-processing. For example, combining 
inbound and outbound transportation may increase vehicle capacity utiliza-
tion. Similarly, co-locating manufacturing and remanufacturing operations 
may give rise to economies of scale. On the other hand, separating these 
processes allows for a more tailored network design, and thus a trade-off 
has to be made. 

In many of today’s business examples we observe that companies take a 
hierarchical approach, in the sense that they give priority to designing the 
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traditional ‘forward’ supply chain processes and only later fit in reverse 
logistics processes. Given the interrelations between these sets of proc-
esses one may wonder whether this successive approach is in fact appro-
priate or whether an integrated design of the overall process chain would 
be superior. In a previous study we have shown that, with respect to the 
logistics network design, in many cases there is no need to deviate from 
the common hierarchical approach (Fleischmann et al. 2003). It is again 
the aforementioned robustness property that allows one to decompose the 
overall network design into two separate parts. Exceptions include those 
cases, in which recovered product content substitutes ‘virgin’ supply and 
both streams differ significantly in their cost structure. This applies, for 
example, to the substitution of pulp wood from Scandinavia by recycled 
paper from Western Europe in paper production. 

The above general considerations and trade-offs are also reflected in 
IBM’s asset recovery network. Besides the aforementioned national return 
centers where returns are selected and consolidated, GARS operates two 
major recovery facilities in the EMEA region, each for a specific product 
range. These are located in Montpellier, France, for the server equipment 
and in Mainz, Germany, for all other product ranges. These facilities host 
the final grading operations, the actual remanufacturing and subsequent 
storage, as well as component disassembly and material separation. Cur-
rently, PC operations are subcontracted to a service provider, while other 
operations are carried out in-house. To achieve economies of scale, all 
transportation operations are subcontracted to a single provider that is also 
responsible for the ‘forward’ distribution shipments. 

The network structure in the other geographical regions, i.e. America 
and Asia Pacific, closely resembles that in EMEA. Specifically, GARS op-
erates two product-specific facilities in the U.S.A., in addition to central 
facilities in Canada and Brazil, as well as in Japan and Australia. The 
number of facilities in each region, and thus the degree of centralization of 
the recovery operations, is a major strategic choice. In contrast, the exact 
location of these facilities is largely historically determined, based on 
available competencies and infrastructure. This illustrates once more the 
common hierarchical network design approach discussed above. 

8.5 Inventory Management and Value of Information 

Another important element of the supply chain design, besides the geo-
graphical location of the various processes, is their inter-temporal coordi-
nation. This relates to the location of inventory buffers, which decouple the 
individual processing steps. Traditional supply chain management com-
monly distinguishes inventories according to their supply chain function, 
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such as cycle stock, seasonal stock, and safety stock. All of these functions 
also play a role in the extended supply chain. Moreover, inventories as-
sume an additional role in this context, which is driven by the mismatch 
between exogenous supply and demand. Since, in general, customers do 
not return products exactly at the moment that these can be resold, compa-
nies build up inventories of re-marketable products, which we denote as 
‘opportunity stock’. The effect is similar to that of forward buying in re-
sponse to a temporary price discount. 

An important choice in any supply chain design concerns the location of 
the customer-order decoupling point, i.e. the borderline between make-to-
stock (MTS) and make-to-order (MTO) processes. In the extended supply 
chain, each usage cycle contains an additional such decoupling point on 
the supply side (see Figure 8.3). This point indicates how far in the process 
chain a returned product moves upon its arrival. Analogous with traditional 
terminology one might denote the processes after and before this point as 
‘make-from-stock’ and ‘make-from-supply’ processes, respectively. Need-
less to say, both decoupling points may coincide in a single inventory 
buffer.

Fig. 8.3. Inventory Buffers in the Reverse Logistics Chain 

A related, but not identical, supply chain characteristic concerns the 
border between supply-push and demand-pull processes. In particular, it is 
important to decide whether the re-processing stage, which typically repre-
sents the main value-adding activity of the extended chain, is to be push or 
pull-driven. In the former case, one processes returned products as they 
become available, whereas in the latter case one postpones value-adding 
activities until demand materializes. In a study on IBM’s component-
dismantling operation we highlighted that the appropriate choice depends 
primarily on how certain one is of future demand for the product in ques-
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tion (Fleischmann et al. 2003). In case of a serious risk of not finding a 
demand, and thus of wasting the reprocessing expenses, it is advisable to 
postpone any costly re-processing until more demand information becomes 
available. In all other cases, postponing the re-processing operation comes 
down to trading higher safety stock levels against lower holding costs per 
unit, which in sum leads to slight inventory cost savings at best. 

The management of seasonal stocks and cycle stocks in the extended 
chain does not appear to differ essentially from traditional environments. 
The literature provides several variants of economic-order-quantity (EOQ) 
models for lot-sizing decisions in product recovery operations (Minner and 
Lindner 2003). In contrast, choosing appropriate levels of safety stock and 
opportunity stock is more challenging. A significant body of literature ad-
dresses this issue (see, e.g., van der Laan et al. 2003). What complicates 
the matter in the first place is the additional uncertainty on the supply side 
of the extended chain. Higher overall uncertainty typically implies the 
need for higher safety stock buffers. A second complicating factor con-
cerns the fact that returned product content and new products and compo-
nents often serve as substitutes, as for example in IBM’s service opera-
tions. In this situation, one needs to coordinate multiple alternative supply 
sources with different characteristics in terms of cost, reliability, and lead 
times, in such a way as to minimize overall costs (see also Chapter 9). One 
can distinguish two approaches for integrating market returns into the 
planning of such a supply system. Most commonly in current practice we 
found a conservative, reactive approach, which only takes returns into ac-
count after they have actually occurred. The downside of this ‘safe’ ap-
proach is that it may create excessive inventories of unneeded returns. The 
alternative is to proactively incorporate expected future return flows into 
the current planning, for example when ordering new components. We 
have illustrated that such a proactive planning can significantly reduce in-
ventories, even though it requires additional safety buffers to protect 
against supply uncertainty (Fleischmann et al. 2003). 

Inventory management critically depends on the available information 
about future supply and demand, and thus in particular on forecasting. Just 
as in traditional supply chains, managing the extended chain requires pro-
jections of future demand. Expert assessments and statistical tools provide 
a basis for such estimates. What is more particular is the forecasting re-
quirement on the supply side of the reverse logistics chain. In the litera-
ture, different methods have been proposed for estimating future product 
returns, which form the basic resource of the extended chain (Toktay et al. 
2003). Simple methods treat the return flow as an autonomous process and 
apply the same statistical techniques as in demand forecasting. More ad-
vanced methods explicitly capture returns as a consequence of a previous 
supply chain cycle (see Figure 8.2). From this perspective, the key is to es-
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timate the time a product spends in the market. Since this approach re-
quires demand information from the previous supply chain cycle it is par-
ticularly appealing to OEMs that collect and recover their own products. 
Yet, even if historical demand information is available it may be non-
trivial to determine the actual time that a product spent in the market. 
While the sales history of a high-end product in the business market may 
be well documented, this is not the case, in general, for commodities such 
as PCs, disposable cameras, or even softdrink bottles. However, as dis-
cussed previously, advances in information technology are about to change 
this picture. The ever more widespread and cheaper availability of digital 
storage devices, such as RFID-tags, provides the basis for tracking detailed 
product data even for simple commodities. Heineken’s ‘Chip-in-crate’ pro-
ject nicely illustrates this development. In this pilot project, the Dutch 
brewer equipped a set of its reusable beer crates with an electronic chip 
that is read whenever the crate passes through the bottling line (van Dalen 
et al. 2004). 

As discussed in Section 8.4.1, the impact of this new wealth of informa-
tion reaches much further than providing a basis for more reliable forecast-
ing. For example, it may replace forecasts by real-time actual data. More-
over, it allows companies to realize an active acquisition management, that 
is to manage the supply side of the extended chain rather than to accept it 
as purely externally given.  

These quickly expanding possibilities raise the question which type of 
information is the most critical for enhancing the extended supply chain 
and how to quantify its actual benefits. A stream of literature on the ‘value 
of information’ focuses mainly on inventory cost savings through the re-
duction of uncertainty (Toktay et al. 2003). Yet it appears that other bene-
fits of advanced product information are even much larger. In particular, 
information helps identify potential supply and demand and thereby en-
ables valuable transactions that otherwise would not have been realized at 
all. Pricing decisions are another issue that is closely related to this type of 
information. Finally, supply and demand information is key to supply 
chain design decisions such as capacity investments. In our opinion, a sys-
tematic and detailed analysis of the factors that determine this broader 
‘value of information’ is one of the primary current research mandates in 
this field. 

In order to position IBM’s asset recovery processes in the above inven-
tory management framework we need to distinguish several channels. As 
discussed in Section 8.4.1, the supply of returned products is essentially 
customer driven. For the PC product range this supply push extends all the 
way to the re-processing operation, i.e. the testing of the returned PCs. In 
fact, even the re-selling by means of auctioning can be characterized as a 
push operation. In this way, safety stocks and opportunity stocks can be 
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limited. Since return rates turn out fairly stable, seasonal stocks do not play 
an important role either. Inventory occurs mainly as cycle stock at the end 
of the operation while waiting for a sufficient auctioning batch to accumu-
late. For higher product ranges, the push-pull border lies further upstream 
in the process. For these products, the required reconfiguration depends on 
specific customer requests and is therefore carried out in a make-to-order 
fashion in most cases. Consequently, the major inventory buffer contains 
preliminarily tested equipment awaiting reconfiguration. Only for a limited 
product range, full testing and reconfiguration are carried out immediately 
after receipt, in order to have the products available for fast re-sale. In both 
of these channels, IBM uses supply forecasts mainly on a medium-term 
aggregated level to adjust capacities. In contrast, short-term forecasting 
turns out to be difficult, even for leased equipment (see Section 8.4.1). 

Also IBM’s supply of service parts from dismantled machines is push-
driven. Available parts which match projected future demand are moved 
through their specific recovery process and are then stored ready-to-use 
until actually being deployed in the service network. Again, supply fore-
casts are mainly used in the long-term planning, namely the expected con-
tribution of different supply sources during the product lifecycle. Besides 
for cost calculations, this information is important, for example, for decid-
ing on the size of the final production order at the time that production of 
new parts is phased out.

8.6 Conclusions

Product flows in today’s supply chains do not end once they have reached 
the customer. Many products lead a second and even third or fourth life af-
ter having accomplished their original task at their first customer – or after 
this customer changed his mind and returned them. Initially, many of these 
additional products flows were driven by ecological arguments, namely 
waste reduction, and by customer service obligations. Consequently, many 
have seen product returns as a cost factor in the first place. In the mean-
time however, companies have started recognizing the potential value of 
these flows. Instead of a single time, a product may generate revenues 
multiple times, possibly in different markets. 

Capturing this value requires a broadening of the supply chain perspec-
tive. This broader view includes new processes, such as the collection of 
products from the market and the grading of these products according to 
their quality and future value. More importantly, it includes multiple inter-
related usage cycles, linked by specific market interfaces. Coordinating the 
successive product uses is key to maximizing the value generated. 
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To date, many companies deal with product returns in a purely reactive 
manner. While in some cases it does, indeed, make good sense to give 
unlimited priority to the initial product market this strategy is shortsighted 
in many other cases. Maximizing a product’s lifetime value requires a 
more proactive attitude. In particular, it requires a good understanding of 
the interrelations between different phases of the product lifecycle. Market 
incentives can then help assign the product to its most valuable use at each 
time.

Information technology is a key enabler of this integral approach. 
Timely availability of detailed product, process, and market data allows 
companies to manage the corresponding processes in a conscious way. The 
current realization of extended supply chains is still in its early stages. 
Their potential is huge. 
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9 Service Parts Logistics Management  

Michel W.F.M. Draper and Alex E.D. Suanet 

9.1 Introduction to Service Parts Logistics 

9.1.1 Overview of this chapter 

In this chapter we give an overview of recent Service Parts Logistics Man-
agement developments within IBM. In particular we will make a compari-
son with traditional Supply Chain Management and describe the specifics 
in the Service Logistics Supply Chain. While the concepts we describe 
here are applied within IBM’s Service Logistics worldwide, specific ex-
amples will be given for the European situation as supported by the IBM 
Service Logistics organization in the Netherlands. Because of rapid 
changes in the Service Logistics environment we also include a vision 
about developments in the foreseeable future.  

In the first section we will discuss similarities and differences between 
the Service Logistics Management process and the more traditional Supply 
Chain Management process. We will indicate the Service Logistics Man-
agement process can be seen as a specific kind of a Supply Chain Man-
agement process with some additional specific elements and complexities. 

In the second section we will discuss the Service Logistics Management 
process in more detail. The most important sub-processes will be described 
shortly. A distinction will be made between the preparing and planning 
processes and more operational oriented processes. 

In the third section system solution developments will be mentioned 
briefly. This will not be an extensive list of systems but more an illustra-
tive section indicating with what kind of system environment the most im-
portant processes are supported. 

In the fourth section we will briefly describe expected future develop-
ments in the Service Logistics Management process.

Finally, at the end of this chapter a section Further Readings is included 
which can be used to find more details. 
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9.1.2 Service Parts Logistics 

Service Parts Logistics, often referred to as Spare Parts Logistics, is de-
fined as the flow of service parts across the entire supply chain from manu-
facturers and vendors to the distribution network and via this network to 
Client Engineers who use these parts for repairing machines. Service Parts 
Logistics has already a history of many decades. Nowadays it becomes 
more and more popular. This mainly due to the fact that the business is 
shifting from a product oriented market to a service oriented market. The 
clients of today require and demand higher service. This is a consequence 
of the growing integration of business and information technology. Today, 
many businesses face a mission critical information technology compo-
nent. This is directly related to the Service Logistics Management process 
which has become more and more important. 

The Client Engineers being part of the Service Delivery organization 
use the service parts primarily for machine repair of machines installed in 
the field. Usually these machines are covered by a service maintenance 
agreement. In addition to this, a limited portion of parts required, is used 
for machine repair of machines that are within their warranty period.  

Service parts are also used on a per call basis, meaning that no service is 
provided based on a maintenance agreement but on a per call basis. Usu-
ally this means that a machine is repaired based on time and material. The 
time is related to the required Client Engineer labor time to fix the machine 
and the material is related to the service parts and supplies used during re-
pair. A relatively small percentage of parts are sold directly to dealers and 
clients. This means that the part is not used by IBM’s own service delivery 
organization. The parts can be sold to external parties that use these parts 
for machine repair services. A fairly new way is that service parts are sold 
directly to clients using an on-line shop. In the shop the client can search 
the service part needed and place an order (for further information see 
http://www.ibm.com).

In addition to traditional Supply Chain Management processes the Ser-
vice Parts Logistics Management process deals also with matters like 
probabilistic demand, longer lifetimes of the parts in the supply chain, pos-
sibilities of substitutions (and as a consequence additional complexity) and 
Reverse Logistics. 

9.1.3 Probabilistic Demand 

In the Service Parts Logistics business the part demand is the result of a 
probabilistic process of part failures. Most service parts have a sporadic 
and uncertain demand pattern. This makes it almost impossible to use 
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forecasting techniques developed for traditional Supply Chain Manage-
ment processes. Special forecasting methods are or need to be developed 
to handle this sporadic demand. In addition to historical demand other data 
is used as well, like machine install base information and marketing prog-
noses. Calculating forecasts in Service Parts Logistics is very difficult, 
while it is one of the most important elements in decision making (stock 
planning). For more details we refer to Silver, Pyke and Peterson (1999), 
Chapter 4. 

9.1.4 Lifetime

The lifetime of the parts within the chain can be much longer in Service 
Logistics. Parts flow through the chain and are stored within the distribu-
tion network until the moment they are required. This may take several 
years or it might be even the case that they are never used at all. This is 
due to the fact that the probability a specific part is required is usually very 
low, but if it is required it need to be delivered on a very short term (within 
hours) to the Client Engineer. See Sherbrooke (1992). 

9.1.4.1. Substitutions

The lifetime of the service parts are closely related to the lifetime of the 
products in which they are used. Generally product lifetimes vary from a 
few years up to the range of 15 to 25 years. Because of the continuous 
product improvements the phenomena known as substitutions is intro-
duced. In most cases substitutions are defined as functional equal parts but 
with different technical characteristics. Substitutions exist because of the 
continuous technical improvements made to products and the parts they 
contain.

There are different types of substitutions. Examples are fully inter-
changeable substitutions and forward substitutions. A fully interchange-
able substitution means that the substituted (old) part and the substitute 
(new) part can be put in any machine without a problem. In case of a for-
ward substitution the substituted part can be exchanged by the substitute 
part, but not the other way around. Nowadays a special kind of substitu-
tions is used as well. These are called matrix substitutions. The parts have 
equal form, fit and function but differ in price. In addition the prices 
change continuously which makes control of the process much more com-
plicated. In the Service Logistics supply chain multiple versions of func-
tionally the same part are stored. In the forecasting, planning, ordering and 
delivery processes these substitutions relationships need to be taken into 
account, which is not the case in a traditional Supply Chain Management 
process.
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9.1.4.2. Reverse Logistics 

Today the reverse logistics is getting a more important part in Supply 
Chain Management. In Service Parts Logistics it has always been very im-
portant to control the flow of returned parts. Service parts that are returned, 
have the qualification ‘good’ or ‘defective’. They may have the indication 
‘good’ because of several reasons. One of them is that they are needed by a 
Client Engineer together with another part for diagnosis. The part neces-
sary for the machine repair is used while the other is returned. The tempo-
rary use of parts by a Client Engineer for diagnosis is called the ‘On-Loan’ 
process. The On-Loan process is applied in EMEA8 only. While the part is 
on loan it still belongs to the Service Logistics organization. When it is 
used for machine repair it is transferred to the Service Delivery organiza-
tion. The Service Delivery organization in EMEA is organized at a country 
level.

Parts that are defective follow a reverse flow as well. Many of these 
parts can be repaired and more and more specialized companies provide 
specialized repair services to the market. Therefore repairable defective 
parts flow to specialized repair vendors. After these parts are repaired they 
flow back into the logistics supply chain at a central or local level. 

In addition to this the IBM reverse logistics process may also use parts 
flowing out of the dismantling process. Complete machines that return 
from the field, for example due to an End-Of-Lease situation, often contain 
useful and valuable parts. These parts are identified and when predefined 
conditions are satisfied, flow back into the available parts inventory. See 
Fleischmann et al. (2003). 

9.2 The Service Logistics Management Process 

At a high level the Service Logistics Management process can be decom-
posed into processes as illustrated in Figure 9.1, where the rectangles indi-
cate the processes and the arrows the most important relationships between 
these processes. 

                                                     
8  EMEA means Europe, Middle East and Africa. 
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Fig. 9.1. The Service Logistics Process 

The supply chain starts at the supplier side. In the end the suppliers such 
as manufacturers and vendors provide the service parts required for service 
maintenance purposes for products installed at client sites. The parts flow 
from the supplier side to the client side being managed via this process. 
The sub-processes can be grouped into preparing and planning processes 
and operational processes. 

Preparing and planning processes: 

− The Service Planning process, defines what service is required 
(see section 9.2.1). 

− The Service Network Design process defines what service net-
work is needed to realize the required service (see section 9.2.2). 

− The Policy Planning process defines which inventory levels are 
needed (see section 9.2.3). 

− The Source Selection and Contract Management process defines 
which sources are needed (see section 9.2.4). 
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Operational processes: 

− The Policy Fulfillment process monitors the inventory and con-
straint situations (see section 9.2.5). 

− The Order Management process monitors the orders (see section 
9.2.6).

− The Source Management and Engineering process monitor the 
supply sources (see section 9.2.7). 

− The Service Delivery process monitors and manages client re-
quests (see section 9.2.8). 

− The Management Information System via which all reporting is 
done (see section 9.2.9). 

In subsequent sections we will describe these processes in more detail 
and how they fit into the maintenance service strategy. 

9.2.1 Service Planning 

One of the fundamental sub-processes within the Service Logistics Man-
agement process is the process that deals with planning of the service that 
needs to be delivered. Service Planning deals with defining service levels 
related to various products. Elements that play a role in defining this are 
for example: 

− Market expectations (client needs and expectations). 
− The type of client agreement (service maintenance contract, war-

ranty services, per call service and others). 
− The type of product (categorized into divisions and sub-divisions). 
− The importance of the service part (categorized into service part 

vitality classes). 
− The inventory budget. 
− The geographical area (high density business area, moderate busi-

ness area or remote area). 

The transformation and improvements IBM is making in this process 
have been going on for years. There are two forces in effect here. The first 
is that from an overall cost perspective the inventory needs to be mini-
mized. The second is that the clients have more and more needs and want 
value for their money. These forces resulted in a shift of the concept of 
service itself. Till a few years ago, service was expressed as the availabil-
ity of the demanded parts directly from shelf. Today this is not sufficient 
anymore. In order to meet the new targets, of course the parts need to be 
available but also within in a defined time frame. This has far-reaching 
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consequences for business processes and the supporting system environ-
ment. In the part planning as well as in the part delivery processes initia-
tives are ongoing to be in line with this new strategy. Studies in this area 
investigate, for example, making use of the client maintenance contract in-
formation and the geographical positions where machines are installed. 

Within the service planning process a translation of service require-
ments into parameters and criteria is made to be used in the stock planning 
process. Service parameters used in the internal processes are expressed in 
terms of a Parts Availability Level (PAL). The service levels are usually 
defined for specific sets of products in combination with a geographical 
area to which they apply.  

While the Parts Availability Level has been used over the last few dec-
ades as the primary service parameter, this concept is due for change. 
More and more it is being replaced by the Parts Delivery Time (PDT) pa-
rameter. As such the transformation to provide differentiated service fits in 
the IBM ‘e-business on demand’ strategy. It is an important change in the 
current Supply Chain Management process. See also Simchi-Levi et al. 
(2004).

This strategy focuses on the fact that within the market different needs 
exist and a different response and different service are required. In the Ser-
vice Planning process the client needs and expectations will be translated 
into PDT parameters used in the internal process. The PDT expresses the 
delivery time of a service part from the moment a service part request has 
been accepted and validated till the moment it is delivered at the point of 
final destination. PDT depends on elements like the client service needs, 
type of product and the geographical area.  

9.2.2 Service Network Design 

Another fundamental element within the Service Logistics Management 
process is the design of the infrastructure. See also Drezner and Hamacher 
(2004). The infrastructure or network design refers to the positioning of 
warehouses called ‘stock locations’ and the arrangement of transportation 
connections between these warehouses, spanning a geographical area, such 
that from a logistics point of view the service requirements can be met. 

Worldwide Network 

The global service logistics network is divided into several geographical 
networks as shown in Figure 9.2. The geographical networks each have a 
central warehouse, also called a hub. The hubs buy and receive parts from 
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many manufacturers and vendors. This is illustrated by the nodes labeled 
1, 2, a, b etc.  

Fig. 9.2. IBM’s Global Service Logistics Network 

The current worldwide Service Logistics network of IBM has four ma-
jor hubs: 

− Amsterdam, in the Netherlands covering the EMEA geography. 
− Mechanicsburg (Pennsylvania) covering the Americas and Asia 

Pacific geographies. 
− Singapore covering the Asia Pacific geography (except Japan) for 

a limited set of parts. 
− Tokyo covering Japan (also for a limited set of parts). 

The geographical networks are mainly connected via the hubs. Manu-
facturers and vendors, (usually) located in the same geography as the hub, 
deliver the ordered parts to the hubs. From the hubs the parts are shipped 
into the geographical networks or transshipped to other hubs. 
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Fig. 9.3. Geographic Service Network 

Geographical Network 

The physical structure of the geographical networks has been developed 
based on historical decisions and local circumstances. The optimization of 
the physical network structure is an ongoing process. With specialized op-
timization algorithms the layout of the network can be determined. The 
creation of the network structure like warehouse position determination 
and the creation of transportation connections between warehouses and 
clients, is a fundamental element in the Service Logistics Management 
process. IBM’s strategy in this respect is to form partnerships with Logis-
tics Service Providers. The focus of IBM in the process is the translation of 
the underlying IBM-Client business requirements. The focus of the Service 
Logistics Provider is the process of managing the physical infrastructure 
like the warehouses and transportation connections. Due to the size of the 
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network structure, economies of scale can be achieved here, which will re-
duce the overall costs. 

Each of IBM’s four hubs is connected to a network spanning the corre-
sponding geography. In EMEA for example all countries have a Country 
Stock Room (CSR), which is directly connected to the hub in Amsterdam. 
See Figure 9.3 for an illustration. The CSR is the most important ware-
house within a country supporting import and export requirements. CSR’s 
are connected to Region Offices (RO) and Branch Offices (BO), some-
times connected to smaller warehouses called Support Stations. In this 
context a connection means that an arranged transportation connection ex-
ists between these warehouses. To support specific clients, parts may also 
be stored in kits. Kits are related to a particular stock location. Conceptu-
ally these can be seen as small dedicated stock locations. The arrows in 
Figure 9.3 indicate some possible flows of service parts. Arrows down-
ward indicate that parts flow out of the network to the Service Delivery or-
ganization that uses the parts for maintenance purposes. 

The network is a layered structure. The layers are called echelons. In-
cluding the hub the echelon hierarchy in EMEA is five levels deep, span-
ning more than 50 countries. It includes about 230 warehouses (1 hub, 35 
CSR’s, 26 Region Offices, 137 Branch Offices, 31 Support Stations) and 
2,000 Kits 

Having an efficient logistics network is one of the key elements used to 
control the cost of the entire Service Logistics process. The warehouse 
network and transportation facilities are outsourced to Logistics Service 
Providers. This is a process followed and managed by IBM. Dedicated 
projects are run to select the best suited networks compared with the IBM-
Client business requirements. 

Same Day and Next Day Networks 

In order to keep up with new business requirements, IBM moves to a dif-
ferentiated service network structure. This has lead to the development of 
two different cooperative network structures. The first network structure is 
aiming for clients, which demand mission critical service and need a fast 
response. This network is called the ‘Same Day’ service network. The 
Same Day network consists of a relatively high density structure of ware-
houses. Transportation to the point where the service part is required only 
takes a few hours. An important factor of influence in deciding the quality 
of such a network are the client machine install positions, the time it takes 
to deliver the demanded service parts to client sites and the expected fre-
quency of transport connections. 

The other network is providing a more standardized service to clients 
for less critical situations. This network is called ‘Next Day’ service net-
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work. Alternatively it is referred to as the ‘Direct Client Shipment’ net-
work, since ideally service parts are shipped from the hub ‘overnight’ di-
rectly to (or close to) the client site. The majority of Europe can be reached 
overnight from the hub in Amsterdam. For situations where this is not 
really possible a limited number of local Next Day hubs support the central 
warehouse in this. Next Day stock locations are combined with a series of 
so called ‘Pick Up’ and ‘Drop Off’ points. The Pick Up and Drop Off 
points are small locations used by the Client Engineers to pick up the ser-
vice parts that they need. 

Important decision factors in the construction of the Next Day network 
are the expected frequency of shipments to the Pick Up and Drop Off 
points and costs of transportation from the hub and Next Day stock loca-
tions. The Next Day network structure contributes to the reduction of the 
amount of service parts that need to be stocked throughout the entire net-
work, and to the reduction of transportation costs due to consolidated 
transport and cheaper transportation facilities. 

The Same Day and Next Day networks are interwoven as well. This be-
cause several physical locations might perform multiple functions, i.e. they 
can perform Same Day part deliveries, Next Day part deliveries and also 
replenishment tasks. 

Kits

In addition to the Same Day and Next Day networks, service parts might 
also be stocked at client sites for specific contracts and possible urgent 
service parts demands. These stock facilities are called ‘kits’. Currently 
kits are usually available only for specific clients and are typically used 
where the base network is unable to provide the required service. 

Commodity Logistics Centers 

To reduce the network inventory and make the whole Service Logistics 
process more efficient, recently the concept of a Commodity Logistics 
Center (CLC) has been introduced. A CLC is a specialized repair vendor, 
which provides service parts belonging to a specific group of parts (the 
commodity). Part demands are not fulfilled from the Service Network but 
from the CLC. The CLC manages the part supply and fulfills the demand. 
The CLC does not only deliver to the IBM network but for other parties as 
well. The selected group of parts and the economies of scale make it pos-
sible for the CLC to deliver the demanded parts in a more efficient manner 
than a single company can do. See also Cachon (2004), for a discussion on 
Vendor Managed Inventories. 
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9.2.3 Policy Planning 

The geographical networks form the basis for processes executed at a geo-
graphical level. Differences between geographies exist, for example, due 
to differences in markets, culture, business segments and management re-
sponsibilities.

In the Policy Planning process, service parts stock levels are determined 
for the stock locations in the network based on inventory, service and cost 
targets. Relationships between these three elements are crucial in the man-
agement of the Service Logistics process. Because of the importance of the 
parts inventory value, focus within the Policy Planning process is on 
budget and target setting as well as on the actual determination of the part 
stock levels. The first activity is the main objective of the Inventory Man-
agement sub-process. The latter are the main objectives of the Hub Plan-
ning and Demand Planning sub-processes (sometimes referred to as the 
Stock Planning process). 

In the Inventory Management process, decisions are made on how to al-
locate the total inventory per geography and product group (or division). 
On one hand because of the continuous use of parts for maintenance pur-
poses, parts flow out of the service network. On the other hand parts are 
ordered, received and replenished and flow into the service network. It is 
the primary task of the Inventory Management process to balance these 
flows such that the overall inventory targets are met. 

In the Hub Planning process the safety stock levels for the central loca-
tion are determined and set. Safety stock levels are used to cover for un-
foreseen situations during the supply lead time. 

The Demand Planning process focuses on the determination of the ser-
vice part stock levels at the stock locations in the service network. An im-
portant element in the calculation of these stock levels is the life cycle 
phase of the products that contain these parts. In general a distinction is 
made between three phases: the Early-Life phase, the Mid-Life phase and 
the End-of-Life phase. In each of these phases different processes, for 
forecasting and planning techniques have been developed and are subject 
to continuous improvement. 

Early-Life Phase 

IBM will offer service as soon as a product is introduced in the market. 
Especially in high-end product introductions, high expectations exist. This 
is why the Service Parts Logistics organization is involved in an early 
stage of such an introduction.  

At this stage there is no historical information available. The data avail-
able are sales forecasts, estimated parts failure rates and Service Parts 



9.2  The Service Logistics Management Process      199 

Lists. This data has the tendency to change frequently, mainly due to new 
insights. In this life phase specialized systems have been developed and 
implemented to create forecasts and plans. See Draper and Suanet (2002) 
and Silver, Pyke and Peterson (1999), section 4.9. 

The forecast is based on the sales plans for marketing and the estimated 
failure rates of the parts in the product. The sales plans are not detailed 
enough to make an accurate planning. In order to create more detailed 
forecasts, the historical information of comparable products and the new 
product planner expertise is used to distribute the volumes as indicated in 
the sales plan across the network. The new product planner also estimates 
the growth rate of the new product introduction.  

A new product will not always consist of new part numbers only. Usu-
ally it also contains already existing part numbers. The new product plan-
ner can therefore decide to use the current planning levels as a base for the 
initial planning of existing parts. The initial planning is calculated based 
on the initial forecast, the current planning and the service targets. The 
new product planner can calculate different service scenarios to calculate 
the effect on the costs.

Mid-Life Phase 

When the product matures, it enters the Mid-Life phase. In this phase the 
policy planning techniques used differ from the Early-Life phase. The 
most important change is that historical service part demand information is 
used to calculate an aggregated time phased forecast. Also the effects of 
substitutions and reallocations of inventory are taken into account in the 
forecast and planning algorithms.  

The aggregated forecast used in the central planning process is based on 
the net outflow of parts in the entire network. Conceptually the net outflow 
should be determined by matching the good part returns with the original 
part demands. This is done in supporting administrative processes. 

To calculate the aggregated forecast, a mixture of specific forecast tech-
niques is used. Different techniques are used to calculate the same part 
number forecast as accurately as possible. Techniques used are, for exam-
ple, moving average (for 3, 6, 9 and 12 months), exponential smoothing, 
linear regression, adaptive smoothing and some other specific statistical 
techniques. Part forecast errors are calculated internally and from the cal-
culating methods a best performing selection is made on a part number 
level. Finally a blend of the selected best performing methods’ forecasts is 
calculated.  

In the central forecasting and planning process, part substitutions are 
handled via a transformation mechanism. Simply stated, part substitutions 
form a chain of so-called Engineering Change (EC) levels. Demands on all 
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levels are used as a history of demands for the part with the highest EC 
level. The translation back to any lower EC levels is made in the opera-
tional process during execution. 

It is almost impossible and certainly not practical to set a service target 
for each individual part at each stock location. By doing so, it would mean 
that around 25 million settings must be defined for IBM EMEA. In order 
to manage these large amounts, parts are categorized and for each category 
a service target can be defined. The main criteria used to define these cate-
gories are the product ranges, the importance of the part (called part vital-
ity), the part price and the forecast of the expected part demand. Examples 
of product ranges are z-series, i-series, p-series and x-series9. These cate-
gories are called product sets. A planner can control the service criteria for 
each product set at each stock location. It is also possible to create special-
ized product sets for a specific stock location.  

The algorithm used to set planning levels takes into account many ele-
ments of the supply chain. For example the geographical network, the 
forecast, substitutions and current stocking levels. The optimization is 
done bottom-up, this means that first the stock locations in the lowest 
echelons are optimized and then the higher echelons stock locations. The 
demand, which can’t be fulfilled at the lowest locations, is passed up to a 
higher echelon related stock location.

A big difference from the algorithms traditionally used in Supply Chain 
Management processes is the way the service targets are used. In the Ser-
vice Logistics process the optimization is done at a product set level, rather 
then at a part level. This means that the service targets are satisfied for the 
whole set of parts contained in these products. Based on the demand prob-
ability and costs stock levels are calculated automatically in the optimiza-
tion process such that the required service targets are satisfied. Beside 
automatic determination of the stock levels the planners can set these lev-
els manually as well. 

The field forecast and planning process has focus on the flow of parts 
going out of the network, i.e. the parts that are handed over to the Service 
Delivery organization. 

End-of-Life Phase 

The End-of-Life phase is defined as the period of time between End-of-
Manufacturing and End-of-Service. This is a difference between the Ser-

                                                     
9  Old names used to indicate these product ranges were mainframe systems (z-

series), AS400 systems (i-series), RISC 6000 systems (p-series) and the PC 
systems (x-series). 



9.2  The Service Logistics Management Process      201 

vice Parts Logistics process and the traditional Supply Chain Management 
process. Depending on the part this can be as early as three months after 
introducing the part (typical for PC parts) or maybe after several years. 
The length of the End-of-Life phase also depends on the type of product, 
but is generally assumed to be 7 years. 

The Service Parts Logistics organization is responsible for service for 
the whole lifecycle including the End-of-Life phase. In order to do this a 
‘last time buy’ is made from the manufacturer or vendor. The order quan-
tity mainly depends on the demand forecast for the End-of-Life phase. 
Therefore much effort is put into this process. Specialized algorithms take 
into account the historical demand pattern, the projected decline in the ma-
chine install base and the required service to be provided in time. See Te-
unter and Klein Haneveld (2003).  

Next to this, refurbishment, reuse of old parts and current stocking lev-
els are taken into account. This information combined in systems designed 
and implemented for this process, results in a last-time-buy order. The 
parts are stocked across the service network to guarantee the highest possi-
ble service. 

9.2.4 Source Selection and Contract Management 

The Source Selection and Contact Management processes deals with the 
identification, selection and contract management with sources of supply. 
Both processes belong to the Procurement process and are executed under 
responsibility of the of the IBM Procurement organization. The Procure-
ment organization is responsible for the commercial relations with part 
vendors. For new-buy sources Procurement cooperates with manufactur-
ers. For repair sources Procurement cooperates with Source Management 
and Engineering. 

In the Source Selection process, the sources of supply which can pro-
vide the required parts are defined. Sources of supply can be IBM manu-
facturing sources as well as vendors from which IBM purchases the ser-
vice parts. In case of external suppliers, negotiations between IBM and the 
suppliers are performed that lead to an agreement. Once the agreement is 
made, the source and important characteristics of it are added to a source 
menu. The continuous maintenance process of the source/contract menu is 
called the Contract Management process. When available in the source 
menu, the potential supplier is made visible for the planning process. Rele-
vant elements of information which are necessary in the planning process 
include the part number provided by the source, the lead time, the price, 
the start and end dates of the agreement, the minimal order quantity and 
shipment costs. 
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Criteria that are setup are used to manage a work queue for Procurement 
management. Elements in this work queue are for example which contracts 
ends, which parts have multiple sources, which shipment accuracy is per-
formed etc. Especially in Service Logistics the number of different suppli-
ers has grown. Currently many different sources of supply exist which 
makes this process in particular difficult to manage. 

9.2.5 Policy Fulfillment 

The Policy Fulfillment process has three major objectives. The first objec-
tive is to support the parts availability. Parts availability is supported 
through defining and setting required stock levels, which lead to part 
movements in the network and part order requisitions. Also availability is 
monitored by early detection of part constrained situations and by execut-
ing a Fair Share Management process during part constrained situations. 
Furthermore availability is supported by the Policy Fulfillment process by 
interlocking with the Procurement organization and Source Management 
and Engineering organization to avoid or solve constrained parts problems. 

The second objective is to support the Policy Planning process. This is 
done via the execution and management of the inventory plan in the most 
cost efficient way. 

The third objective is to optimize the part cost. This is done via man-
agement of the planning supply hierarchy in the most cost efficient way, 
by applying the Order Mix Optimization process and by interlocking with 
the Service Parts Procurement and the Source Management and Engineer-
ing processes. 

The service logistics networks are an important input for the forecast 
and planning processes. A distinction is made for the forecast and planning 
process at the central location and for the underlying part of the network. 
The forecast and planning process for the central location has focus on the 
flow of parts towards the network (hub) and on the planning of replenish-
ments of lower echelons. In the flow of parts towards the network the or-
der mix plays an important role. 

Order Mix Optimization 

To be able to fulfill the internal replenishment requests, the most economi-
cal options are reviewed by the part analyzers. Based on criteria such as 
type of source, part lead time, part price and availability, proposals are cre-
ated for fulfillment orders. The type of source responsible or able to pro-
vide the part is an important decision making element. For example the 
part can still be in a warranty period and claimed from a supplier. It may 
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also be possible to use excessive inventory from other geographies in the 
world wide network or is can be cheap the repair parts locally. Analyzers 
continuously match the part need and constraints and decide on the best 
type of order and quantity of parts.  

It is checked if part costs can be claimed on the manufacturer if the parts 
are still within their warranty period. If the warranty period is exceeded, 
analyzers try to maximize the reutilization possibilities and propose orders 
on repair vendors. When no other alternatives are possible anymore a new 
buy order is proposed. The process of order type and part quantity selec-
tion that the analyzers perform is called the Order Mix Optimization. Once 
order proposals (also called requisitions) are created the actual order proc-
ess starts. 

Part Replenishments 

The Part Replenishment process maintains the established stock levels in 
the network (from the hub downwards). In the past this was done from the 
hub to the Country Stock Room (CSR) and then further within a country 
from the CSR to the lower echelons. Improvements in this process have 
been made and in many cases parts are replenished directly from the cen-
tral warehouse to the Regional Offices, Branch Offices and Support Sta-
tions10. Of course this saves handling, picking and packing costs in the 
supply chain.  

Another important change in the Part Replenishment process had to do 
with integrating the stock of parts available in the various countries into 
the calculation of the amount of parts to order on the manufacturers and 
suppliers. In the past, planning for the central warehouse was based on a 
short term forecast ignoring the amount of stock available in the countries. 
An important study in this area (the World Wide Synchronization project) 
has been performed by IBM Amsterdam and IBM Mechanicsburg. The 
outcome of this study resulted in the architecture to synchronize the hub 
planning with the planning for the lower echelons of the network. Impor-
tant elements in the solution were the creation of a long term aggregated 
forecast, a planning mechanism that includes the available stock in the 
network and an ordering mechanism that anticipates on the aggregated 
stock plan. 

                                                     
10 This process is called ‘Direct Branch Office Replenishment’. 
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9.2.6 Order Management 

The Order Management process is also executed by the IBM Procurement 
organization. The process deals with the order placement, accounts pay-
able, order monitoring and management processes.  

Based on the order requisitions generated by the Policy Fulfillment 
process, orders are placed on various sources of supply as provided and 
maintained in the Source Selection and Contract Management process. Or-
ders are received in the central location of the Service Network and moved 
internally in the Service Network to stock locations as appropriate. 

In the Order Management process, criteria are defined and measure-
ments have been created that measure the source shipment accuracy (i.e. 
the accuracy of the supplier lead time). The lead time (and variance in the 
lead time) is a leading parameter used in the planning process.  

9.2.7 Source Management and Engineering 

In the Source Management and Engineering process the technical relation-
ships between the Service Logistics organization and the repair vendors 
are defined and maintained. Also decisions about the reverse logistics 
flows of defective parts are taken and maintained. 

Because of defining and maintaining (technical content) relations with 
repair vendors in the Source Management and Engineering process also 
the parts quality is monitored and evaluated. If necessary, actions are 
started to solve quality problems. 

Another important responsibility within this process is the monitoring of 
the cost savings as a result of the reutilization processes. This means that 
reutilization processes are enabled and disabled by Source Management 
and Engineering at the right moment in time. Providing different repair al-
ternatives, makes it possible for the Order Management process to place 
orders on alternative repair vendors, generating saving on part costs. 

9.2.8 Service Delivery 

In the Service Delivery process the required parts delivery is handled. The 
process is triggered when a client contacts IBM via the Retain-linked Call 
Management System (RCMS). When a client contacts IBM with a service 
request, the request is evaluated and an entitlement check takes place. The 
entitlement check is meant to ensure that the type of service to be provided 
is aligned with the client maintenance contract. After the proper service 
type is identified, service part request information is interfaced to the Ser-
vice Logistics process.
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At the same time the service parts information is sent to the Service Lo-
gistics process a Client Engineer action is planned such that the Client En-
gineer and service part will both be available at the client site for mainte-
nance purposes. The entitlement, call handling and the scheduling of the 
Client Engineer is currently not in the scope of the Service Logistics Man-
agement process. These matters belong more to the Service Delivery proc-
ess.

When the service part request information is received from the call 
management system, actions within the Service Logistics process are trig-
gered. In the part request a specific stock location is defined, which usually 
becomes the accepting stock location. If the part is in stock it will be allo-
cated and delivered. In case it is not in stock an alternative stock location is 
searched. The search is done via so-called ‘search paths’. A search path is 
a sequence of stock locations to be searched for the part availability. Dif-
ferent search paths are defined depending on the urgency type of the part 
request. Search paths start somewhere in the service network, following 
higher order stock locations until they end at the central location. The 
stock location that is actually delivering the part is called the executing 
stock location. 

Depending on the type of part request (indicated as emergency type) and 
the transport method, appropriate actions are taken to ship the part to the 
required client (or other) location. 

In case a requested part is not found in the applicable search path, a 
manual exception handling process is in place. This process is executed by 
the Central Emergency Desk (CED) and ensures that all alternatives avail-
able in the whole network are identified. Ad-hoc information is collected 
and via the CED an emergency order can be placed directly on a source of 
supply, from which the part request will be fulfilled. 

9.2.9 Management Information System 

The Management Information System (MIS) contains a wide range of 
tools and applications. The main objective of these tools is to provide 
management information on the performance of the organization. Meas-
urements and Key Performance Indicators (KPI’s) are important in the 
Service Logistics Organization. The reason for this is that contracts with 
clients usually contain performance indicators. The MIS applications are 
used to validate if the performance criteria are met and if the financial fig-
ures are at the correct level. 

There are many measurements available in a Service Logistics organiza-
tion. A few examples of these measurements are: 
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− Percentage of order requests delivered direct from shelf. 
− Percentage of order requests delivered in the correct time frame. 
− Inventory value. 
− Operating cost. 
− Number of replenishment orders outstanding. 
− Transport cost. 
− Parts cost (unit cost). 

Table 9.1. Example of Management Information System measurements 

Level Measurement 

Client Client group – Client 
Product Product Type – Machine – Part 
Location Geography – Area - Country – Warehouse location 
Time Year – Quarter – Month – Week – Day 

The measurements can be calculated at different levels. The level 
needed is dependent upon which purpose the measurements are used. 
Some examples of this are shown in Table 9.1. 

In the last few years Business Intelligence (BI) solutions were devel-
oped and implemented as well. These tools enhance the flexibility of the 
reports and give management more insight than the predetermined reports. 
Because of BI solutions more dynamic and individualized reports can be 
created. Drill down capabilities were implemented which can be used for 
root cause analysis. 

Due to historical reasons a variety of applications and measurements is 
used. Developments started within IBM several years ago show a tendency 
towards a global system of measurements and reporting tools. The global-
ization has the advantage that the key performance indicators are becom-
ing identical. This makes it possible to compare the different geographies 
and create global reports and measurements. 

9.3 System Solution Developments 

The previous sections described the processes within the Service Logistics 
supply chain. Due to the globalization of the Service Logistics business, 
also systems are changed and developed to be part of a global system. In 
this section we give a brief overview of the most important elements of the 
Global Part System (GPS). Activities for developing GPS started several 
years ago.
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GPS is a system consisting of various components. These components 
are developed by the IBM Amsterdam and IBM Mechanicsburg develop-
ment centers. Besides own development also packages available on the 
market are integrated. Where support within GPS is not covered yet the 
legacy system environment is being used. 

Systems used to support the Service Logistics supply chain processes 
are:

CPPS – Common Parts Processes and Systems 

This system is the legacy system developed and used in EMEA only. The 
system supports many processes. All warehouses in EMEA are controlled 
by it except the central location, which is controlled by GPS. 

A similar system, the Parts Inventory Management System (PIMS) is 
developed and used in the US and partially in other geographies. 

The strategy is to integrate CPPS and PIMS in the GPS environment as 
much as possible. 

GPS – Global Parts System 

The GPS system is an integrated system environment including the Xelus-
Plan and SAP packages (in particular the Material Management and Fi-
nancials and Control modules). Currently GPS supports the logistics hubs 
(connecting the geographical networks). Developments are started to em-
bed Network Neighborhood as the field planning application.  

NN – Network Neighborhood  

Network Neighborhood is a new IBM patented technology which supports 
the Demand Planning (or Stock Planning) process. The core of NN is a 
mathematical optimization model developed in cooperation with IBM and 
USA universities. The model is already implemented in the USA where 
specific sets of machines are controlled by Network Neighborhood. NN 
also calculates stock levels based on time based service requirements (Part 
Delivery Time). Preparations for implementation Network Neighborhood 
in other geographies are ongoing. It is to be expected that within the com-
ing years Network Neighborhood will be the global primary supporting 
system for field stocking levels (with focus on the Same Day service net-
work).
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PSC – Policy Stock Calculator 

This system was developed globally and is integrated into GPS. The sys-
tem was developed to support the Early-Life forecast and planning. See 
also Draper and Suanet (2002). 

MIS – Management Information Systems 

The Management Information System is primarily based on a copy of the 
DB/2 production tables in a copy management environment. Furthermore 
data of several tables is combined in new tables (data warehouses), which 
are defined for specific purposes. This environment is referred to as the 
‘copy management’ environment. On-line (electronic) table books are 
available in which the tables and data elements are grouped and described. 
A cross reference is included for efficient search procedures. Additional 
tools are installed with which data from the Copy Management environ-
ment can be used for reporting and analysis. Some examples of these tools 
are: DB/2 QMF, DB/2 OLAP Server, Executive Viewer and Brio. 

9.4 The Next Step: Managing the Service Logistics 
Supply Chain 

When we look at the Service Logistics Supply Chain, we can see dramatic 
changes the last few years. From recent developments several observation 
were made. 

Firstly, differentiated on-demand logistics services are required. This is 
because clients are nowadays directly interacting with IT. As a conse-
quence of this they have an increasing need for mission critical services. 
However the traditional process was more product-driven and considered 
specific client requirements to be exceptions. Also for base service the tra-
ditional service delivery model was too costly. Because of technology de-
velopments in products, e-service and e-service logistics, differentiated 
service solutions are enabled. It is for this reason that IBM Service Logis-
tics has implemented and continues in developing and supporting an ex-
tensive service-palette. Examples of typical types of service provided are: 
Same Day Services (like 2, 4 and 8 hour committed repair services), Next 
Day services (usually overnight), On-Site stock, Client Replaceable Unit 
(CRU), Smart Couriers exchange, Depot repair (48 hours), Vendor Man-
aged Ship (24 hours), Direct Client Ship (24 hours), Air Courier Ship 
(critical and very expensive parts) and Product Swap (24 hours). 

Secondly, nowadays many market parties provide distribution networks, 
stock facilities and related services. Such a party is referred to as a Logis-
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tics Service Provider (LSP). Due to economies of scale these specialized 
companies can provide these services against lower costs. 

Thirdly, many market parties offer dedicated part re-utilization proc-
esses. A continuous maintenance of the supplier information network is 
worthwhile and reduces the overall part costs. 

Due to these developments IBM Service Logistics is more and more 
driven into a new role as the Supply Chain Manager, providing an on-
demand and differentiated service in the most cost efficient manner while 
reducing the parts inventory. Global developments of processes, systems 
and changes in IBM’s Service Logistics supply chain especially contrib-
uted in this direction. 

Expected changes and further developments within IBM will have focus 
on the role as Supply Chain Manager. Specific developments can expected 
in the further implementation of the IBM patented Network Neighborhood 
model. This new technology is uniquely supporting the differentiated ser-
vice approach for the high-end and mid-range market segments. In contrast 
to the traditional hierarchical network approach, Network Neighborhood 
utilizes the full service network structure. No predefined search paths are 
used during the forecast, planning and delivery processes. Instead the part 
requirements are matched with the whole network and an integral stock 
decision is made by the underlying mathematical decision model. While in 
a hierarchical approach a series of predefined stock locations will deliver 
the part, in Network Neighborhood all stock locations are considered and 
the best suited stock locations are determined dynamically and are recom-
mended by the model.  

Network Neighborhood combines the Client service requirements ex-
pressed in terms of Part Delivery Time, the service part needs as derived 
from the machine install base and the geographical positions (postal code 
areas) where the parts are required. Based on this information integral 
stock decisions are made by Network Neighborhood. As a consequence 
stock locations will consolidate inventory while satisfying the appropriate 
service constraints. As a result of the underlying mathematical decision 
model better stock decisions are made while service levels are maintained 
and costs are decreased. 
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10 Business Process Integration 

Santhosh Kumaran and Kumar Bhaskaran 

10.1 Introduction

Supply Chains are highly competitive and ultra responsive business mod-
els that integrate information and decision across all participants in an ex-
tended enterprise. In today’s global economy, enterprises are changing 
continually, entering into new markets, encountering new competitors, in-
troducing new products and restructuring themselves through mergers, ac-
quisitions, alliances and divestitures. In order to stay competitive in such 
environments, enterprises require supply chain management solutions that 
are agile, responsive, resilient, and dynamic. Business process integration 
and management (BPIM) constitutes a set of technologies that serve as the 
foundation for creating such solutions. This paper presents a vision for the 
future supply chain systems, identifies the technical challenges in realizing 
this vision, and outlines a solution leveraging BPIM technologies. 

10.1.1 The Vision 

We envision the future supply chains to be virtual enterprises “whose 
business processes—integrated end-to-end across the company and with 
key partners, suppliers and customers—can respond with flexibility and 
speed to any customer demand, market opportunity or external threat” 
(Palmisano 2002). Disjointed processes, unaligned applications, and tradi-
tional communication channels, however, still burden a number of supply 
chains today. Bridging this gap will require supply chain solutions that 
support integrated processes, enable inter-operable applications, and pro-
vide unfettered access to heterogeneous data sources to present an end-to-
end solution image. Any new supply chain solution must also carry for-
ward the significant business investments in legacy applications and data 
sources, be flexible to accommodate changes in business processes 
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through new integrated business functions, and enable collaboration across 
enterprise boundaries.

Business process integration and management (BPIM) has emerged as a 
new paradigm for architecting, developing, deploying, and managing the 
next generation business operation systems for supply chains that flexibly 
and efficiently combine content, process, and people within and between 
enterprises to effectively manage the supply chain as a virtual enterprise. 
The emergence of BPIM to realize supply chain solutions is the result of 
the convergence of a number of business and technology factors.  

The global competitive battles today are between business models as 
manifested in the overall Supply Chain (SC). This requires businesses to 
be able to forge trading partner relationships and integrate their respective 
business processes to respond to the market. Businesses would very much 
like to focus on this prime directive rather than be concerned about myriad 
applications, data sources, and middleware that make up the SC informa-
tion system. BPIM through its model driven integration approach enables 
business users to focus on the core capabilities of the business rather than 
on the complexities of the underlying integration technology. From a tech-
nology standpoint, the maturity of distributed object computing technology 
and the rapid rise and acceptance of Internet technologies makes it possible 
to capture in software the SC vision using BPIM.  

10.1.2 The Challenge 

Supply chains today are dysfunctional in many respects. Business proc-
esses continue to be reengineered to ensure that they are streamlined and 
integrated. A number of disparate applications are employed to support the 
business processes. Often these applications are not inter-operable. The 
joint effect of disconnected processes and applications is the well known 
“functional silos” that characterize the supply chain. Additionally, the sup-
ply chain community uses traditional communication channels such as fax, 
telephone, and e-mail to collaborate.  

Businesses recognize the limitations of the current SC environment and 
its deleterious effects on competitiveness and overall business perform-
ance. There is therefore a clear business need for SC solutions that bring 
enterprises closer to realizing the SC vision described previously.  

10.1.3 Bridging the Gap 

Contrasting the SC reality with the vision highlights a number of funda-
mental desirable capabilities for SC solutions: 
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− Integrated Solution: Businesses cannot function efficiently with 
disjointed processes and applications. SC solutions must support 
integrated processes, enable inter-operable applications, and pro-
vide unfettered access to heterogeneous data sources to present an 
end-to-end solution image.  

− Leverage Existing Assets: Businesses have significant investment 
in legacy applications and data sources that have to be carried 
forward in any new SC solution. This implies that the SC solutions 
are likely to be composed rather than built completely new from 
scratch.

− Cross-Enterprise Enabled: Supply Chains involve multiple trading 
partners. Consequently SC solutions must be capable of automat-
ing business processes that cross enterprises (e.g. collaborative 
forecasting and replenishment planning, collaborative engineering 
and product design), and enable collaboration among role players 
(human as well as applications) across enterprises.  

− Flexibility to Adapt: SC is a dynamic business system. As busi-
ness processes change, which they inevitably do, the SC solution 
must be flexible to accommodate the change. Such adaptation can 
be in the form of new integrated business function to support the 
process change. Monolithic applications that are hard wired are 
obviously inflexible. Consequently, it is typical to observe appli-
cations in today’s SC that are unaligned with the business proc-
esses.  

− Electronic Commerce Ready: Historically commerce has been 
closely tied to advances in communication. The Internet represents 
a significant convergence of communication and computing that 
permits exchange of information in real time, anytime, and any-
where in a global scale. This new way of doing business, Elec-
tronic Commerce, is a SC solution enabler as it permits the real 
time integration of SC across enterprises. SC solutions must be 
capable of leveraging the advances in Electronic Commerce to be 
viable to businesses in the future.  

− Bridge the business-IT gap: As the use of IT has become ubiqui-
tous in the enterprise and its capabilities has expanded enor-
mously, there is ever increasing demand for its ability to directly 
support the business processes of the enterprise. Supply chain 
management solutions should directly link the business goals and 
objectives of the enterprise with the IT solutions. 

These requirements suggest a flexible assembly model for providing an 
integrated SC solution. Business Process Integration and Management 
(BPIM) technologies provide just such a model. 
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10.2 A Multi-Layer Modeling Framework for BPIM 

Explicit modeling of the structure and behavior of business systems is at 
the core of BPIM technologies (Cyert and March 1992; Steven 2003). We 
present an innovative, multi-layer modeling framework for BPIM that 
serves as a powerful vehicle for creating agile, responsive, resilient, and 
dynamic supply chain management solutions (Kumaran 2004). The 
framework is made up of four layers: Strategy, Operations, Execution, and 
Implementation (Figure 10.1). Each layer constitutes a different level of 
abstraction, performs a well-defined function, and has a different audience. 
Strategy layer defines the goals and objectives of the supply chain from the 
perspectives of the key stakeholders. Operation layer describes the busi-
ness operations performed by the supply chain participants to achieve the 
goals. Execution layer is an abstraction of the computational elements that 
are needed to execute the business operations. Implementation layer speci-
fies how the computational elements are implemented on a specific IT 
platform. Below we briefly introduce each layer and discuss the connec-
tions between the layers. 

Fig. 10.1. Framework Core 

Strategy Layer: The models built at this layer are used to specify what the 
business wants to achieve.  It models the business objectives in terms busi-
ness leaders understand.  For example, it might specify the objectives in 
terms of the well-known Balanced Scorecard perspectives (Kaplan and 
Norton 1992): 

− Financial Perspective - How should we look to our shareholders? 
− Internal Business Perspective - What must we excel at? 
− Innovation & Learning Perspective - How can we continue to im-

prove & create value? 
− Customer Perspective - How do we want our customers to see us? 
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Thus, the model is initially expressed in terms normally used in business 
strategy discussions, and is verified through iterative interaction with strat-
egy executives. 

Operation Layer: The Operations Model describes what the business is 
doing to achieve its strategic objectives, and how it will measure its pro-
gress toward them.  It is typically developed by operations executives in 
collaboration with strategy executives. It captures the business operations, 
commitments, and Key Performance Indicators (KPIs). The KPIs are di-
rectly linked to the measures that indicate progress on Balanced Scorecard 
goals. A few examples are given below: 

− Financial – What is our margin per SKU? 
− Internal Business – What is the average number of days to proc-

ess a new business opportunity? 
− Learning & Growth - What suppliers have an average response 

time that is degrading? 
− Customer - How fast are we responding to customer change re-

quests?

The KPIs are linked to specific business operations and processes.  The 
KPI are expressed in terms that operating executives understand.  

Execution Layer: The platform-independent Execution Model describes 
the behavior and structure of the computational models used to implement 
the business operations.  It does not assume a particular implementation, 
allowing iterative performance improvement while assuring consistency 
with the business objectives.  A transformation tool is used to create the 
core elements of the Execution Model from the Business Operations 
Model and then manually refined to create a complete definition of the 
execution model.

Implementation Layer: The platform-specific Implementation Model de-
fines the actual IT processes in a specific realization of the Execution 
Model.  Tools are used to construct portions of the Implementation model 
directly from the Execution Model much as a compiler translates a high-
level language. The model links to applications and specifies how to 
measure the parameters needed to determine the KPIs.  Mapping from the 
implementation model to an actual implementation may happen either via 
code generation or through scripting. 
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10.3 Supply Chain Scenario 

This section describes a customer scenario to serve as a running example 
throughout the document for illustrating the detail workings of the BPIM 
framework. The scenario deals with Just-In Time Scheduling.

An electronics manufacturer has a committed production schedule for 
the next several (3) days, but a customer has made a request to increase his 
order significantly, and that order is due to be produced within the next 3 
days. Referring to the Solution Context Diagram (Figure 10.2), the cus-
tomer inquiry has been input to the manufacturer’s fulfillment system, 
which initiates an Available-to-Promise Check by submitting a Build Plan 
Change Request to the Just-In Time Scheduling process.  The Fulfillment 
System has already checked the build plan and determined that the order 
change cannot be accommodated by the current build plan.  (The build 
plan did not call for producing sufficient quantity of the ordered product 
for the customer or to stock to meet the increased demand.)  The manufac-
turer needs to check whether he has the capacity and materials to meet the 
request.  If the supply plan (which includes inventory) does not have 
enough of each required part, he needs to contact suppliers to find out 
whether they can provide the additional parts needed to manufacture the 
increased quantity of product.  First he requests the parts from his primary 
suppliers; only if they cannot meet the request does the manufacturer look 
for parts on the spot market.  If all the parts can be acquired, he decides 
whether or not to accept the increased order (in part based on the quoted 
prices of the parts).  If he decides to take the order, he confirms with his 
suppliers, updates the build plan, and responds to the customer.  The 
manufacturer uses the results of the supplier interactions to update the sup-
pliers’ profiles for future reference. 

The Just-In Time Scheduling process is important to the manufacturer 
for the following reasons: 

− Satisfy customers by accommodating their change requests 
− Improve production capacity utilization 
− Quickly identify alternative sources of supply 
− Dynamically update supplier evaluations 
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Fig. 10.2. Context Diagram for the Customer Scenario 

Serviceability is an aggregation of various process metrics such as 
availability, reliability, and response time.  Fill rate is the percent of order 
changes that can be accommodated.  Supplier flexibility is a measure of 
how frequently the primary suppliers can meet the increased demand.  
Supplier performance is a measure of how well the suppliers actually per-
form, both in committing to the change and delivering as promised. 

Applications that the manufacturer uses in this process are: 

− Manufacturing Resource Planner (MRP) 
− Manufacturing Scheduling (Build Plan) 
− Supply Scheduling (Supply Plan) 

The solution should manage the entire Just-In Time Scheduling process.  
The system should automate certain steps in the process, and coordinate 
the manual workflow steps. The system should be integrated with the ful-
fillment system, which initiates the process with a Build Plan Change Re-
quest and requires a prompt response.  The applications that check and up-
date the build plan, the supply plan, and the vendor profiles must be 
integrated into the system.  The system should automatically communicate 
parts requests and responses with the primary suppliers using message pro-
tocols and formats defined in the suppliers’ profiles.   

During the business transformation (BT) process itself, it is important 
that the solution is “plumbed” for the capabilities enabled by the frame-
work; e.g., monitoring, management, adaptability, etc. Furthermore, the 
data collected while the solution is “live” is critical input to the next BT.  
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10.4 Framework Details 

In this section we describe the details of the multi-layer BPIM modeling 
framework. We present the key modeling elements in each layer of the 
framework and give examples from the JIT scheduling process. 

10.4.1 Strategy Layer 

The strategy model defines the “goals and objectives” of the business en-
tity.  We focus primarily on the management aspect of the strategy. We 
leverage the balanced scorecard work (Kaplan and Norton 1992) in defin-
ing the strategy management model. The key modeling element is called 
Scorecard. The four balanced scorecard perspectives (Financial, Customer, 
Internal Processes and Learning & Growth) can be derived from it. 

Each perspective is a collection of 4-tuples. Each 4-tuple consists of the 
following elements: 

1. “Objective” defines the business objective managed by this element of 
the perspective. 

2. “Measure” defines the strategic KPIs that are used to track the progress 
on this objective. 

3. “Target” defines a vector that shows expected values and milestones of 
the measure  

4. “Initiative” defines the business operations in place to support the ob-
jective.

The objectives may have dependencies among themselves. These are 
captured using a set of causal links between the tuples. The model allows 
the definition of constraints on the measures as well. 

Figure 10.3 shows the balanced scorecard for the manufacturer. 

10.4.2 Operation Layer 

Operation models present the perspective of the Line-Of-Business (LOB) 
managers. These models constitute the abstractions needed to describe the 
business operations that the business employs to achieve the strategic 
goals. These models include the monitoring and management mechanisms 
to ascertain the effectiveness of the operations in achieving these goals.  
The metamodel for the operation layer is defined based on the following 
observations:
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− Operations are different from automations. The operation models 
should facilitate an execution strategy in which only some of the 
operations are automated. 

− Operations are different from business process executions. Thus 
even those operations that are automated may be executed in mul-
tiple ways. The operation model should not include execution se-
mantics.

− The stakeholders of the operation models are LOB managers. The 
models should project a view of the business operations at a level 
of abstraction that is suitable for this audience. This implies the 
importance of the “right granularity”.  

− Operation models provide a description of the business that the 
business owner can use to manage and control the business over 
its entire life cycle. 

The models in the operation layer are organized as consisting of a base 
model with decorator models attached to it using the Decorator design pat-
tern (Gamma et al. 1995). There are three decorator models: Governance 
model, Simulation model, and Organization model. The Operation Layer 
design is influenced by the work on Operational Specifications described 
in Nigam and Caswell (2003). 

Fig.10.3. Balanced Scorecard for JIT Example 

Business Operations are modeled as a factorization of the operational 
knowledge into two pieces: 

1. Business Task: A Business Task is an “atomic” piece of the operation 
as seen by a business person. A Business Task cannot be decomposed 
any further at the business level.
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2. Artifact Repository: An Artifact Repository is a store or a “wait shelf” 
where Business Artifacts can be placed as part of the operation. Arti-
facts stay in an Artifact Repository till a Business Task explicitly ex-
tracts them. Business Artifacts contain information pertinent to the 
business operation, as one concrete collection of information, and 
thereby form the domain of the business operations. 

Business Tasks are “in the business of processing” Business Artifacts. 
Business Repositories, on the other hand, are “in the business of storing” 
Business Artifacts. Business Artifacts are the fundamental factorization 
that a business person uses to talk about all aspects of the business e.g. 
“This is what I am in the business of producing or processing or storing”. 

A Business Operation is an aggregation of Business Tasks, Artifact Re-
positories, and possibly other Business Operations. A Business Operation 
is represented as a connected graph with the business tasks, artifact reposi-
tories, and other business operations as nodes and the flow of artifacts be-
tween these elements as edges. A business operation can be contained in 
another business operation and can also overlap with another business op-
eration. Two business operations that overlap contain some common busi-
ness Tasks and/or artifact repositories. 

The Metamodel has elements that allow for precise definition of busi-
ness operations. For example, the notion of a Port is used to define the in-
terfaces of tasks and repositories. The details of the metamodel may be 
found in Nigam and Caswell (2003). 

A set of decorator models is used to specify additional information to 
the base model. 

− Governance Model: The Governance model is used to describe the 
monitoring and management directives at the business level. Core 
modeling element in the Governance model is the concept of Key 
Performance Indicator (KPI). The model describes how to meas-
ure the KPIs and defines management policies to manage the KPI 
deviations.

− Simulation Model: The simulation model defines the characteris-
tics of the model elements that are needed for simulating business 
behavior and analyzing business performance. The primary use of 
the simulation model is to simulate business operations. 

− Organization Model: The Organization Model defines the organ-
izational role players that participate in the business operations. 

10.4.3 Operation Model for the JIT Example 

Figure 10.4 shows the operation model for JIT scheduling. 
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Fig. 10.4. Operation Model for JIT Scheduling 

The JIT scheduling process is represented as a connected graph consist-
ing of three artifact repositories, four business tasks, two internal business 
operations, and an external operation at a customer site. The fundamental 
abstractions are the business artifacts that are processed by the tasks and 
stored in the repositories. There are four business artifacts as listed below: 

1. Customer Request: This is the key business artifact of the JIT schedul-
ing process. The goal of processing this artifact is to ensure the avail-
ability of manufacturing capacity as well as the parts needed to meet 
the customer request. Once the results of the checks, positive or nega-
tive, have been recorded on the artifact, the processing is complete. 
The edges that represent flow of this artifact are colored red.  

2. Parts Request: This artifact lists parts needed, but not on hand, to sat-
isfy the customer request. The edges that represent flow of this artifact 
are colored brown.

3. Build Plan: This records the allocation of manufacturing capacity. The 
edges that represent flow of this artifact are colored blue. 

4. Supply Plan: This records allocation of parts inventory. The edges that 
represent flow of this artifact are colored black. 

The two internal business operations are as follows: 

1. Fulfillment: This operation creates a Customer Request artifact in con-
sultation with the customer. These interactions with the customer are 
represented as non-artifact exchanges of information. Once a Customer 
Request has been created, it is placed on the output port. At a later 
time, this operation receives a fully processed Customer Request from 
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the JIT scheduling operation. The contents of this artifact are used to 
communicate the outcome to the customer. 

2. Supplier Collaboration: This operation handles the negotiation with 
primary suppliers and market vendors to procure the parts that are 
needed but not on hand.   

The four Business Tasks are as follows: 

1. Check Capacity is triggered when it receives a Customer Request. It 
consults the Build Plan artifact to check if there is available manufac-
turing capacity. The decision is recorded on the Customer Request arti-
fact, and the artifact is sent out on the “Yes” or “No” port depending 
on the determination of the check. 

2. Check Supply starts when it receives a Customer Request with an indi-
cation that capacity is available. It consults the Supply Plan artifact to 
determine if the parts needed for manufacturing the widget are avail-
able. If parts are available, this fact is recorded on the artifact and it is 
sent out to the next task, Update Build Plan. Otherwise, a Parts Re-
quest artifact is created and sent out to the Supplier Collaboration op-
eration. Additionally the original Customer Request artifact is updated 
to reflect the shortfall and stored in the “Pending Requests” repository. 

3. Completion task starts when the “Supplier Collaboration” operation 
updates the Customer Request artifact in the “Pending Request” re-
pository with the final availability information. It accesses the corre-
sponding processed Parts Request artifacts from a repository main-
tained by the Supplier Collaboration and makes a final decision on 
whether to fulfill the customer request. If the decision is “Yes”, the re-
quest is sent to the “Update Build Plan” task. Otherwise, the request is 
returned to the Fulfillment operation. This task also modifies the Sup-
ply Plan as applicable.

4. Update Build Plan starts when it receives a Customer Request where 
the results of the supply check and parts availability are recorded as 
positive. It updates the Build Plan and marks the Customer Request as 
“done”, and places it on the output port connected to the Fulfillment 
operation.

There are three Artifact Repositories: 

1. Pending Request contains Customer Request artifacts with a positive 
result for the capacity check and a “maybe” determination of the sup-
ply check, i.e. these are requests for which parts are not available in 
the parts inventory. 

2. Build Plan holds the current manufacturing schedule. 
3. Supply Plan holds the current inventory and the parts that are already 

in the procurement pipeline. 
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Figure 10.5 shows the operation model for Supplier Collaboration in JIT 
scheduling process. It is made up of two business tasks, two external op-
erations, and three artifact repositories. In addition to the four business ar-
tifacts introduced earlier, this operation includes Vendor Profile which re-
cords vendor information including terms and conditions. 

Fig. 10.5. Operation Model for Supplier Collaboration 

The business tasks in the supplier collaboration are as follows: 

1. Request Supply starts when a Parts Request is available in the Parts 
Request repository. It negotiates with the Primary Vendor, using the 
information in the Parts Request and the Vendor Profile, using non-
artifact exchanges. There are two possible outcomes of this interaction: 
If the Primary Vendor agrees to provide the parts requested, the Cus-
tomer Request in Pending Request repository is modified, the Parts 
Request is modified to reflect the vendor’s agreement and is sent out to 
the “Completed Part Requests” repository. If the Primary Vendor can-
not supply the parts, this fact is recorded on the Vendor Profile, and 
the modified Parts Request is sent out to the “Spot Purchase” task. 

2. Spot Purchase starts when it receives a Parts Request that could not be 
filled by the Primary Vendor. This task now negotiates with a Market 
Vendor through non-artifact exchanges to acquire the parts needed. 
There are two possible outcomes, however, in both cases once the task 
is complete, the Parts Request artifact is sent out on the output port to 
the “Completed Part Requests” repository. If the Market Vendor 
agrees to provide the parts requested, the Customer Request in Pending 
Request repository is modified, the Parts Request is modified to reflect 
the vendor’s agreement and is sent out on the output port. If the Pri-
mary Vendor cannot supply the parts, this fact is recorded on the Ven-
dor Profile, and the modified Parts Request is sent out on the output 
port.
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The artifact repositories are: 

1. “Parts Requests” repository stores the requests for parts created by the 
Check Supply task in Fig 4. 

2. “Completed Parts Requests” repository contains Parts Requests on 
which the primary vendor and/or market vendor decisions have been 
recorded.

3. “Vendor Profile” repository stores the profiles for primary and market 
vendors.

10.4.4 Execution Layer 

There are three key abstractions in the Execution Layer: Adaptive Busi-
ness Objects, Activity Flows, and Connectors. A Solution Composition 
model enables composition of end-to-end solutions from these compo-
nents. Security and solution management models are defined as decora-
tions over the base model. 

Adaptive Business Object 

An Adaptive Business Object (ABO) is the execution level abstraction of 
the business artifact introduced in the previous section (Nandi et al. 2003). 
It models the structure and behavior of the artifact. The key elements of 
the ABO metamodel are given below (Figure 10.6): 

− Lifecycle & Behavior: The lifecycle of the business artifact is de-
fined using a finite state machine (FSM). The states of the FSM 
correspond to the lifecycle states of the artifact. An ABO receives 
external events via its public interface and reacts to these events 
via action invocations triggered as part of the state transitions. 

− Data Graph: Unlike traditional business objects, data is not con-
tained inside an ABO. Instead, ABO uses a data graph to dynami-
cally aggregate information on demand from heterogeneous data 
sources. Aggregation and presentation of data in this manner is 
just another manifestation of the ABO behavior and thus influ-
enced by the state of the ABO. The graph structure implicitly en-
forces the data relationships and their cardinalities. This abstrac-
tion provides the modeler with the ability to specify a data model 
irrespective of the physical store. 

− State Adaptive Access: People and applications may interact with 
the ABO at various points in its life cycle. As part of such interac-
tions, parts of the data graph may be accessed or manipulated or 
business events may be sent to the ABO by invocations of its pub-
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lic interface.  However, the ability of the outside world to raise 
events or access the ABO data is determined based on the current 
state of the ABO. The representation of the entity lifecycle by 
state machine provides the ability to specify state adaptive access 
control to business roles. The modeler can specify read, write, 
search access on data and authorize access for events for each 
business role and state combination. 

− Data Actions: The Data Actions are used to model CRUD opera-
tions on parts of or the whole data graph. These are invoked by the 
ABO as a side effect of state transitions. This effectively enforces 
the constraints regarding data integrity, transaction scope, access 
control, and business semantics. 

− Remote Actions: An ABO changes its environment via Remote 
Actions fired as part of state transitions. These are defined using 
the Command design pattern (Gamma et al. 1995). The model can 
generate the appropriate Web Services Definition Language 
(WSDL) definitions (Christensen et al. 2001) for the command in-
terfaces and bound the receivers to any network accessible service 
during deployment. In the business process context, such services 
could include workflow processes and enterprise information sys-
tems.

− Views: Views present the external interface or API of the ABO.  
There are 3 main components that constitute the View. 

1. Query. This enables the user to search for ABO instances satisfying 
certain criteria. Searchable fields include the current state and the 
data graph. The query returns a list of ABO instances. 

2. Data. This is the interface to obtain partial or the whole data graph 
of a particular ABO instance.  

3. Events. These specify the events accepted by the ABO and the cor-
responding event parameters.  

For human users, the screens to drive user navigation can be auto-
matically generated based on the state adaptive access. Thus there will 
be a ‘view’ for each ABO state for each interacting business role. 
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Fig. 10.6. Elements of the ABO metamodel 

Activity Flows 

Activity Flow models the structure and behavior of an activity leveraging 
the activity behavior model in UML2 (OMG 2003). The execution seman-
tics is based on Workflow Petri Nets (Leymann and Roller 2000). At the 
core of the activity flow model is the ability to define a control flow as a 
directed acyclic graph (DAG). The model elements are as follows: 

− Operation: An operation invocation that is not further decomposed 
in the model. Operations are attached to the nodes of the DAG. 

− Activity Flow: A node in the DAG could be an Activity Flow. 
This enables hierarchical composition of activity flows. 

− Sequence: Control edges that define the sequencing of steps in the 
activity.

− Control nodes: Execution steps that are purely meant for control 
information. This includes Start, Stop, Fork, Join, Decision, and 
Merge.

Activity Flows are the execution level abstractions of business tasks in 
the operation layer. 

Connectors 

Connector models are used to define the structure and behavior of the 
components that integrate human users, business partner systems, enter-
prise information systems, and applications with business processes. The 
goal is to use a single metamodel to define the core behavioral aspects of a 
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connector that covers all of the above integration scenarios. The definition 
of the connector metamodel is influenced by the work on conversational 
support for component integration (Hanson et al. 2002). 

The B2B connectors are used to link business processes across enter-
prise boundaries. EAI connectors are used to integrate enterprise applica-
tions with the business processes. HCI connectors model Human-
Computer Interactions, enabling people to participate in the business proc-
esses. The behaviors of all the three connectors, namely, EAI Connector, 
B2B Connector, and HCI Connector, are described in terms of the follow-
ing aspects: 

− The roles played by the parties that are connected by the connec-
tor; the party could be a person, a program or an enterprise. 

− The message sets exchanged between the parties. If the parties are 
using different message sets, the Connector needs to do the neces-
sary transformations. Typically, a Connector defines a canonical 
message set and transforms the incoming messages to this format 
and from this format to the outgoing messages.   

− The sequencing and timing constraints on the message exchange. 
This may be thought of as the protocol used by the involved par-
ties to interact with each other. 

Security

The execution level security model deals with the security aspects of the 
IT level solution and its components.  It covers issues including quality of 
protection, authentication, authorization, data integrity, confidentiality, and 
non-repudiability.  The security model is designed to permit top-down 
specification of security requirements. With this approach a security archi-
tect can define the requirements on abstract components, and subsequently 
map the requirements to deployment configurations that are applicable to 
the realizations of those components. 

Solution Composition 

Model-based Components are the building blocks of model-drivel solution 
creation. The components include Connectors, ABOs, and Activity Flows. 
The execution model describes the behavior of these components. We cre-
ate a Solution Artifact from a component by annotating it with a service 
description. Thus Solution Artifacts are service providers that participate 
in a service-oriented architecture. Solution Templates may be composed 
from several Solution Artifacts. Solution Artifacts and Solution Templates 
are platform-independent. Platform-specific implementations may be pro-
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vided for Solution Artifacts or for an entire Solution Template (Huang et 
al. 2004). 

The model elements below are used to compose end-to-end solutions 
from the components discussed in earlier sections. 

− Participants: List the participating solution components and their 
Implementations

− Direct Link: The direct invocation relationship between two 
(Source and Target) components.  

− Event Link: The event pub-sub relation between components. 

Execution Model for the JIT Scheduling 

The components that make up the execution model for JIT scheduling 
process are as follows: 

There are two ABOs: 

1. Customer Request: This models the end-to-end lifecycle of the cus-
tomer request that triggers an instance of the scheduling process. 

2. Part Request: This models the end-to-end lifecycle of part requests 
generated by the manufacturer in response to a customer request when 
additional parts need to be procured from the vendor. 

There are five Activity Flows: 

1. Check Capacity: This models the activities and their sequencing for 
checking the production capacity in the context of fulfilling an order 
for some widget. 

2. Check Supply: This models the activities and their sequencing for 
checking the inventory to determine if parts are available to produce 
the ordered widget. 

3. Request Supply: This models the activities and their sequencing to col-
laborate with vendors towards procuring the parts needed to produce 
the widget. 

4. Spot Purchase: This models the activities and their sequencing in the 
context of the spot purchase task. 

5. Completion: This models the activities and their sequencing in the 
context of the completion task. 

There are seven Connectors: 

1. Market Vendor: This is a B2B connector that drives the business-to-
business interactions between the manufacturer and a market vendor in 
the context of a spot purchase activity. 
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2. Primary Vendor: This is a B2B connector that drives the business-to-
business interactions between the manufacturer and a primary vendor 
in the context of the procurement activity. 

3. Fulfillment: This is an EAI connector that handles the integration of 
fulfillment application with the business process. 

4. Supply Plan: This is an EAI connector that handles the integration of 
supply plan database with the business process. 

5. Build Plan: This is an EAI connector that handles the integration of 
build plan database with the business process. 

6. Scheduler: This is an HCI connector that enables the Scheduler role 
player to interact with the business process. 

7. Purchaser: This is an HCI connector that enables the Purchaser role 
player to interact with the business process. 

Figure 10.7 shows how the components are composed to create an end-
to-end execution model for the JIT scheduling process. The ABOs serve as 
“service brokers”, the Activity Flows serve as “service compositions”, and 
the connectors serve as interfaces to services. 

Fig. 10.7. Execution Model for JIT Scheduling 

10.5 Sense and Respond Supply Chains through BPIM 

The business process integration and management framework introduced 
in this paper provides the technology underpinnings for the “sense and re-
spond” supply chains. At its core, a sense and respond business system is 
one that can detect significant business events or situations from the “en-
terprise event cloud” (Luckham and Frasca 1998) and respond to these 
events in a timely manner (Haeckel 1999) The multi-layer models by 
which we describe the structure and behavior of a supply chain play an 
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important role in enabling a supply chain partner to detect significant busi-
ness events and to respond to these events promptly.

As discussed in the earlier sections, the models capture the KPIs and 
their relationships at various levels. The strategy model defines the score-
card measures, the operation model defines the process-level KPIs, and the 
execution model defines the probe points that instrument the runtime com-
ponents to collect the raw monitoring data. Leveraging the connections be-
tween the layers and the context information contained within the layers, 
we can aggregate and correlate low level raw events all the way to the 
KPIs at business operation level and strategy level (Figure 10.8). 

Fig. 10.8. Model Driven Supply Chain Performance Management 

Management policies may be attached to any KPI. These policies spec-
ify the actions to be taken when certain business situations are detected. 
These actions are specified as business operations and the BPIM frame-
work can be used to implement these operations. Thus the BPIM frame-
work enables a “sense and respond” system by combining the top-down 
model-driven business integration with bottom-up model-driven business 
process management as shown in Figure 10.9. 
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Fig. 10.9. Sense and Respond Supply Chains 
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11 Collaboration in e-Supply Networks 

Chris Nøkkentved 

11.1 Introduction

Markets once favored competitors that could successfully integrate mas-
sive horizontal or vertical asset bases to create economies of scale. The 
current global environment, marked by increased demand, decreased cus-
tomer loyalty, shorter product life-cycles, and mass product customization, 
forces companies to lower costs while increasing the quality and variety of 
products and services. The rise of Business-to-Business (B2B) Trading 
Networks over the Internet enables companies to meet these challenges by 
extending their value-chains and cooperating with organizations whose 
complementary capabilities can give the whole business network a com-
petitive edge. The ability to share, integrate and collaborate with other 
businesses provides an additional differentiation for companies competing 
with large asset-based competitors. The need to better integrate with cus-
tomers and suppliers compels businesses to dramatically alter their proc-
esses in order to survive. As the cost and latency or friction is removed 
from B2B transactions, companies will be more willing to consider out-
sourcing what were once core business processes, thus finding themselves 
as participants in multi-company business processes. Consequently, many 
companies are currently disassembling their process infrastructures into 
independent processes and then reassembling them as parts of an extended 
supply network via outsourcing and collaborative partnerships, thus con-
centrating on their core competencies and process capabilities. This kind of 
partnering might also mean working collaboratively to share production, 
demand, capacity or product information in order to synchronize business 
behaviors across a supply network.  
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Fig. 11.1. Collaborative Planning Leverages of Partner Skills 

Industrial competition is therefore advancing from being between indi-
vidual companies, to being between clusters of tightly-knit partners with 
the intent of delivering to the customer the desired product within a fitting 
time-frame, at the right price. Hence, companies are progressing from the 
notion of the extended supply chain and supply networks into e-Supply 
networks facilitated by electronic B2B marketplaces (Trade Exchanges or 
e-Markets). These support inter-organizational information sharing, trans-
actional integration and collaborative, event-driven processes taking place 
in bilateral and multilateral relationships between partnering firms. By 
conducting Collaborative Planning within such a company’s own Private 
e-Market or via Public e-Markets (e.g. consortiums), companies attempt to 
operate their value-added communities as though they were one seamless 
organization, synchronized to meet customer demand, in their pursue to 
achieve significant cost savings and service enhancements.  

This chapter will attempt to provide an overview of collaborative rela-
tionships and processes within e-Markets that utilize the Internet to facili-
tate co-ordination and enable collaboration among multiple trading part-
ners. We will expose how e-Markets are currently deploying supply chain 
planning applications that bind firms through information-sharing, interde-
pendent transactions and collaborative processes. Then we will delve into 
the various collaborative planning processes that may take place within an 
e-Market. Finally, we will present some of the benefits and implementa-
tion considerations of collaborative planning beyond the largely descrip-
tive and anecdotal presentation of the advantages of e-Business from popu-
lar literature and the press. 
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11.2 From Supply Chains to e-Supply Networks 

The dawn of the new digital, networked economy11, enables enterprises to 
transform themselves into adaptable processes networks12. The advent of 
the Internet as a universal communications platform extends even further a 
company’s reach, and enables richer information exchange among collabo-
rative networks of partners. In such an environment, companies must be 
flexible and agile—able to react quickly with minimal effort and expense. 
Agility can be greatly increased by improving the ability to detect prob-
lems, threats, and opportunities, giving the organization and its partners 
more time to react. Innovative companies are using current advances in in-
formation technology13 (like Collaborative SCM systems) and utilize 

                                                     
11  Among the most noteworthy proponents of the “digital economy” are Tapscott 

(1995), and Shapiro and Varian (1998). 
12  The concept of adaptable process networks was presented by Chisholm (1998). 
13  The appearance of such ephemeral "plug-and-collaborate" supply networks 

and virtual B2B collaborative communities (e.g. E-Business/Trade exchanges), 
has been enabled by innovative advances in information technology and driven 
by the utilization of common communication, security and process standards. 
In the last decade a rising number of companies have been experimenting with 
process improvement, integration and automation. Most of these business en-
gineering efforts were realized via enterprise resource planning - or ERP sys-
tems (from vendors like SAP, Baan, PeopleSoft, Oracle). The wider deploy-
ment of ERP systems and innovations in messaging and tracking technologies 
that allow real-time management of supply chain activities, has resulted in 
more compatible process and information infrastructures. Furthermore, the 
Internet has emerged as an ubiquitous communication platform on which com-
panies can collaborate with their partners, reduce cycle times and enforce data 
and security protocols. These developments have led to the appearance of ad-
vanced planning, optimization and scheduling software (APS) that comple-
ments ERP/ MRP with an intelligent planning environment. APS/SCM sys-
tems implement supply network planning processes and act as a highly 
responsive nervous system of a supply network. Many software vendors are 
currently offering SCM systems (e.g. SAP, i2 Technologies, Manugistics, etc.) 
as supplementary systems to established transaction/ERP systems (SAP 1998). 
Furthermore, these company-centric packages are currently being extended to 
provide collaborative planning via the Internet (i.e. SAP SCM‘s Collaborative 
Planning). Collaborative planning applications utilize Internet technology 
(with standardized data formats like XML) to synchronize demand signals and 
supply chain activities, by allowing supply network partners to view and share 
common information stored in B2B or even business-to-consumer web sites. 
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common communication, security and process standards14, to expand their 
networking capabilities and transform the nature of their operations. They 
are pursuing a more narrow control by reconfiguring their supply chains, 
focusing on core competencies that add value to their supply network, and 
leveraging skills and information technology to connect and coordinate 
processes among their trading partners in real time. Such seamless elec-
tronic connectivity enables companies to execute networked, cross-
enterprise processes and integrate with trading partner operations. 

These developments are transforming sequential, enterprise-centric sup-
ply chains in which an enterprise drives multiple processes, into synchro-
nized electronically connected supply networks, where one process drives 
more than a single enterprise. E-supply networks may be established either 
via direct B2B interfaces or via a new breed of Trade Exchanges, or e-
Markets, which facilitate information sharing, transaction execution and 
collaborative processes. These predominantly industry-focused e-Markets 
are most often private, yet there are instances of public, horizontal or con-
sortium-based, i.e. owned by a community of interdependent firms, or 
even consortiums of competing firms. Such cohesive business networks 
are confronted by immense challenges; e.g. they need constant communi-
cation with customers and suppliers to respond quickly to “pull/push sig-
nals” to manage low inventories, adapt quickly and economically to 
changes in demand/supply, by:  

− Taking orders over the web, and provide immediate delivery in-
formation (e.g. ATP);

− Offering rich product selection and/or the ability to customize 
(e.g. we-customizable orders & products);

− Sourcing the order and commit to delivery, immediately, online 
(e.g. Capable to Promise);

− Service the order online, including changes and inquiries (e.g. or-
der web-flow);

− Deliver product quickly, efficiently, and profitably (integration of 
logistics & freight information).

                                                     
14  Examples of such Industry standards: Universal Descriptor Exchange (UDEX) 

in the Retail and Consumer Packaged Goods (CPG) industry, RosettaNet in 
High-Tech, and Chemical Industry Data Exchange (CIDX) in Chemicals. 
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Table 11.1. Summary of objectives of contemporary e-Supply Networks 

Internal Objectives Downstream Objectives 

• Shorten time to 
market - through col-
laborative engineer-
ing, outsourcing, 
and contract manu-
facturing 

• Provide convenient 
purchasing via direct 
web-based sales, 
online catalogues  

• Enhance selection 
through customisa-
tion or configurable 
products

• Improve response 
by order promising, 
order tracking, event 
notification and fast 
delivery. 

• Provide visibility of infor-
mation – inventories, 
forecasts, orders, plans, 
engineering changes, 
kpis. 

• Synchronise activities – 
optimised feasible plans, 
pull-based triggers 

• Promote responsiveness 
- reduce time to detect 
demand, commit, pro-
duce, fulfil 

• Achieve process simplifi-
cation - by automating 
routine process steps 

• Leverage market mecha-
nisms - Aggregate buying 
power, use auction-based 
buying/selling via trade 
exchanges.  

• Replace inventory with information 
(inventory visibility, forecast end-
of-chain demand, collaborate with 
channel / customer),  

• Shorter planning / replenishment 
cycles (automated planning proc-
ess, collaboration with suppliers, 
rate based planning), 

• Reduce lead times (through sup-
plier collaboration, “pull” replen-
ishment / VMI and build to order/ 
postponement), 

• Improve synchronisation (by gen-
erating feasible, optimised plans & 
schedules, replan when conditions 
change), 

• Provide order status and traceabil-
ity 

• Use internal and external perform-
ance metrics.  

These challenges require that partnering companies use Collaborative
Planning and Execution to reach objectives within the core as well as the 
up- and downstream domains of the supply network. Application integra-
tion together with Internet connectivity enables such real-time communica-
tion and advanced planning functionality across multiple enterprises to op-
timize resource allocation and synchronize information and product flow. 

11.2.1 Some Theory – Towards Event-based, 
Collaborative Business Networks 

Beyond the rise and crash of the dot.com era, the study of such inter-
organizational business relationships has been central in theories about 
Business Networks15 in the last three decades. These research efforts origi-
                                                     
15 Networks are organizational structures in between markets and hierarchies 

(Hedaa 1997; Ford et al. 1998). The network theories aim to render organiza-
tional issues in inter-organizational networks, and focus on strategic position-
ing or power configurations. Networks typically exist in heterogeneous busi-
ness-to-business markets, because e.g. trust here is beneficial to all members as 
it allows the network to define its context and thus its immediate environment 
(Håkansson and Snehota 1994 in Ford ed. 1997). Network-theory emphasizes 
the importance of two basic questions: (a) Who does what?, and (b) How are 
their activities connected? Furthermore, it highlights that companies in general 
should only perform those activities in which they may perform better than av-
erage compared to major competitors in the long run, i.e. focusing upon core 
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nate from Scandinavia and have been further developed by the Industrial 
Marketing and Purchasing (IMP) group whose seminal work on networks 
dates back to 1982. Some of the most noteworthy constructs are the inter-
action model, the ARA (Activity links, Resource ties and Actor bonds) 
model16, and the event-based business network17. The first two models 
study business markets in terms of the nature of buyer-supplier relation-
ships and the fusion of these in industrial networks, modeled as inter-
connected actors, activities, and resources. Hedaa's event networks view 
interactions as streams of events that ultimately determine effectiveness in 
networks. Events generated by extensive interactions can reveal exception-
handling processes under uncertainty, and provide insights into the dynam-
ics of network evolution18. Where strong inter-organizational relationships 
exist, another type of network that is neither market nor hierarchy, 
emerges: network processes19. These network or collaborative processes
represent collaborative arrangements, and rely heavily on information 
sharing molded by the distribution of power, influence and trust20. Better 
access to material and immaterial resources render some firms more pow-

                                                                                                                         
competencies. Where industrial marketing is very much a matter of establish-
ment and development of customer relationships, the network paradigm adds 
at least three important factors: (1) power, (2) influence and (3) trust. 

16  In general, actors, activities and resources go into the description of external 
networks as independent factors (Håkansson and Snehota 1995): a) Actors are 
characterized by their performing of activities and controlling of resources. 
Actors in an industrial network may be perceived broadly as individual per-
sons, groups in organizational, or organizations. Which actor is going to be at 
the focus will depend upon the actual context. b) Activities are performed by 
actors when using and transforming resources and considered to be links in 
longer chains of activities. One such example is the chain of value added in the 
transformation of raw materials and other inputs into complex products and 
services. c) Resources are controlled by actors and the value of resources is de-
termined by the activities in which they are to be used Examples of resources 
are technology, finance, capital and personnel (Ford 1997). 

17  See Hedaa and Törnroos (1997). 
18  This is especially articulate in the view of business networks as event networks 

(Hedaa and Törnroos 1997). 
19  Network processes were mentioned by Easton’s chapter in Ford ed. (1997). 
20  According to Thorelli (1993), trust may be viewed as confidence in the rela-

tionship, based on awareness of reputation, past performance and reciprocal 
benefits and demands. Trust determines potential risks and opportunities in 
network relationships. On the other hand, power and dependency structures of-
ten constrain opportunistic behavior, by defining dominant directions of influ-
ence.
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erful than others, thus stimulating them to pursue network dominance21.
For example, in supply networks, the obligation to spearhead cooperation 
often rests with a dominant, highly influential player that defines the 
ground-rules of collaboration by extending its processes across parts of its 
web of interactions. In contrast to this extended and enforced cooperation 
scenario22, smaller companies, are more predisposed towards loosely cou-
pled collaborative infrastructures23. The relative smaller size and conse-
quently lower influence of the network participants create a situation 
where a company cannot dominate, but rather has to adapt to the network. 
Configuration of process interactions or links among multiple, equally in-
fluential partners are negotiated rather than dictated. This in turn requires 
more introspection of each member's process infrastructure. These issues 
clearly indicate a rising need to investigate such e-business companies that 
are linked via bilateral and multilateral relationships into loosely coupled 
process networks, and converge into open Trade Exchanges and/or tighter 
Collaborative Communities (private e-Markets or Value Chains according 
to Tapscott et al. 2000). Buyer-seller relations between partners are be-
coming more opportunistic, endemic and dynamic in nature, while driven 
by compatible goals. In the face of the rising standardization of communi-
cation and data exchange, we do have to reconsider how relationships are 
evolving within these electronic market networks. 

11.2.2 The New Competitive Landscape of e-Supply Networks 

Instead of fewer intermediaries in contemporary supply networks, these 
last 5 years has shown a plethora of new intermediaries entering the buyer-
seller relationship. It is evident that companies are able to connect with 
more partners in business communities, thus creating a multiplicity of net-
work structures on top of each other! As shown in the figure below, com-
plexity increases by additional intermediaries, while flow and ownership 
of product and information is decoupled. Actually, collaborative planning 
will take place via a collection of e-Markets, and dedicated B2B links. 
Some of the new intermediaries entering this interdependent network are 
shown in the table below.  

Thus, e-Markets are effectively functioning as a significant intermediary 
in the relationship between trading partners. An e-Market is a real-time, 
marketplace where a buyer can evaluate all the potential suppliers for a 
                                                     
21  From Håkansson and Snehota (1995). 
22  From Browne et al., (1994). 
23  According to Hedberg et al. (1997), this trend is especially prevalent for Scan-

dinavian corporations.  
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particular product or service. Within a supply network they can be classi-
fied as customer facing, e-commerce sites or business-to-consumer ex-
changes (B2C or e-Commerce), and upstream or downstream, B2B trade 
exchanges or e-Markets (focusing on corporate customers). 

Virtual Manu-
facturer 

Virtual Dis-
tributor 

Virtual Re-
tailer

Virtual Service 
Provider

This type of organi-
zation does not manufac-
ture anything, nor does it 
have any plants, but 
rather, controls product 
development, marketing, 
and sales as well as co-
ordinate customer ser-
vice for its products. It 
hires contract manufac-
turers and 3PLs and ful-
fillment service provid-
ers to make, assemble, 
and ship final products to 
its customers (e.g. 
Nvidia, parts of Sony-
Eriksson’s production is 
outsourced to Flextron-
ics). 

This type of organi-
zation does not distribute 
anything and does not 
have any warehouses. It 
markets products, takes 
orders for multiple sup-
pliers, controls market-
ing and sales, and coor-
dinates order fulfillment. 
However, it relies on its 
suppliers to make, as-
semble, and ship final 
products directly to its 
customers (e.g. Ingram 
Micro).

This type of organi-
zation, better known as 
an Internet retailer, does 
not own any brick-and-
mortar stores. It does, 
however, merchandise 
products in virtual stores, 
namely hosted Websites. 
The virtual retailer con-
trols order fulfillment 
and can rely on its own 
distribution capability or 
suppliers to ship prod-
ucts directly to custom-
ers (e.g. Amazon). 

This type of organi-
zation does not own any 
assets, but it does pro-
vide SCM services. This 
includes Lead Logistics 
Providers that perform 
logistics management for 
a company or a Logistics 
Exchange (LX), which is 
a trading exchange for 
procuring and monitor-
ing shipping services 
(e.g. National Transpor-
tation Exchange). Many 
major 3PLs are develop-
ing such “plug-in” ser-
vices for their customers’ 
private e-Markets. 

Fig. 11.2. B2B Infrastructures and intermediaries in e-Supply Networks 
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Table 11.2. Types of e-Markets 

Public e-Market or 
Horizontal Independ-
ent e-Market  (IeM), 

Consortium e-Market 
(CeM), 

Private e-Market of 
Hub (PeM) 

IeM is a many-to-many 
(m:n) business model, con-
centrates on the physical 
transaction – the buyer/seller 
process. This model pursues 
to maximize cross-industry or 
market-based efficiencies in 
order to achieve cost minimi-
zation and asset optimization. 
Each buyer and seller is but a 
click away and upon execu-
tion of the transaction; they 
can go their separate ways 
and may never meet again 
(i.e. no loyalty). This model is 
close to the neoclassic charac-
terization of “perfect competi-
tion”, in that it supports 
transparent exchange of in-
formation such as pricing and 
availability of all alternative 
products so that buyers will 
always be able to make ra-
tional decisions. IEs are the 
natural extension of the Auc-
tion model in a B2C or B2B 
commodity world (e.g. eBay, 
Free-Markets). 

The most potent variant of Public 
e-Markets has proved to be Consor-
tium e-Market (CeM), which in many 
respects resembles an electronic ver-
sion of an industry cartel. Various 
members of an industry provide the 
liquidity and momentum in order to 
achieve industry-specific efficiencies. 
CeMs concentrate on vertical sourc-
ing and provide a framework for more 
intense intra-consortium coordination 
and co-operation (examples: e2open, 
Covisint, GNX, Transora, Pantellos, 
etc). While CeMs won’t realize the 
unrealistic return on equity that 
prompted founder members to invest 
during the financial bubble, they pro-
vide cost and process efficiencies that 
are not attainable by building and 
running in-house Private e-Markets.  
These advantages exist on several 
levels: infrastructure economies of 
scale, expanded access to e-business 
skills, preintegration to efficient trad-
ing communities (role- and domain-
based), and efficient development and 
propagation of process and data stan-
dards 

A Private e-Market or eHub, 
also called Private e-Market (PeM), 
is a marketplace established by an 
entrepreneurial or influential mem-
ber of a supply network – typically a 
brand or competence owner. Partici-
pation is ensured via cooperative co-
ercion, a new, but very powerful 
phenomenon that attempts to 
achieve process and cost efficiencies 
for a certain subset or segments of 
an Industry – in some cases it en-
forces membership (like Daimler-
Chrysler’s, or WallMart’s PeM en-
try-requirements). In fact, coopera-
tive coercion leads to a tightly-nit, 
contractual, long-term partnership 
that pursues collaboration between 
trading partners. So, PeMs are con-
solidating pre-established relation-
ships between well-known partners. 
PTEs are often structured as one-to-
many hubs hosted by the supply 
network host. The initial motivation 
is procurement cost savings through 
collaboration, process control, dy-
namic pricing, plus cycle time and 
efficiency improvements. 

Types of e-Markets 

Electronic marketplaces enable companies to efficiently trade and collabo-
rate with their trading partners, and can be described as centralized portals 
that have either a vertical or horizontal orientation. Vertical e-Markets,
service a specific industry segment by delivering one location to transact 
business. They are "vertical" in the sense that they are channeled to serve 
specific industries, such as computing, chemicals, steel, and agriculture. 
Another model is referred to as a horizontal portal where, for example, a 
given process such as procurement or transportation is transacted for sev-
eral industry segments that share common traits.  

Horizontal e-Markets are web sites where buyers and sellers can come 
together to communicate, share ideas, advertise, bid in auctions, conduct 
transactions, and manage inventory and fulfillment. They are “horizontal” 
in the sense that they serve a wide range of diverse industries or address 
horizontal applications across industries (examples: VerticalNet and 
TradeOut.com). Another horizontal variant connects customers to a set of 
suppliers that specialize in a functional supply chain area (e.g. logistics and 
transportation services).
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Fig. 11.3. Industry Contingencies and Types of e-Markets 

Based on current praxis and research undertaken, we can classify these 
developments into various types of e-Markets. The real opportunity in e-
Markets is the development of collaboration throughout a company’s rela-
tionship portfolio. Given the ever-increasing need to ensure customer re-
sponsiveness and drive industry competitiveness, many companies are cur-
rently establishing their own Private e-Markets, or coerced into 
Consortium e-Markets. 

Private or Public e-Markets Developments 

After the initial euphoria, the dot-com collapse and the structural changes 
of the industries (increased ERP penetration), e-Markets are entering a pe-
riod when technology finally lives up to its promise by creating consider-
able productivity gains across all industries.  The increasing adoption of 
the Private e-Market model and the progressive adoption of loosely cou-
pled business services made available on demand, lay a renewed founda-
tion for e-Market services, driven by: a) commoditized functionality in 
supplier and customer self-service portals available as packaged applica-
tions; b) improved internal (or A2A) integration with ERP and hosted 
transaction services; and c) the advent of Business Process Management 
and Web-services that allow dynamic configuration of loosely coupled 
services across fragmented industry supply networks (i.e. contract manu-
facturing and 3rd-party logistics).  

These steady, though slow evolutionary developments towards Collabo-
rative e-Markets increasingly enable collaborative relationships that share 
and “jointly derive” planning data, integrate back-end enterprise systems 
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(e.g. ERP), and coordinate supply network activities and resources in real-
time among their members. In this context, collaboration is the negotiated 
cooperation between independent companies, exchanging capabilities and 
constraints to improve collective responsiveness & profitability24. On the 
other hand, Consortium e-Markets that have survived the financial burst 
(e.g. Pantellos, Elemica, GNX, WWRE), have been developing in a differ-
ent path than original anticipated, and are currently thriving by offering:  

− industry-specific content and collaboration services (via hosted 
applications), but collaborate on shared business processes, such 
as settlement and logistics (e.g. Transora has focused on the data 
synchronization problem for CPG, while GNX offers a broader 
range of services, some of which stem from partnerships with 
other service providers). 

− e-Markets interconnections (M2M), that enables member compa-
nies to get access to a wider selection of services – from product 
development to financing. 

− supplier- and product content and synchronization/translation ser-
vices (Cross-industry data and process mappings). 

− End-to-end supply network collaboration—With broad standardi-
zation of basic B2B processes, multi-tier collaborative processes 
that require Vendor-Managed Inventory (VMI) / Collaborative 
Planning, Forecasting, and Replenishment (CPFR) are finally get-
ting ready for prime time. 

Public or Private or Both! 

One further clarification that is currently taking place is the division of la-
bor between the Private and Public e-Markets, in other words, what func-
tionality should be developed in the private domain and what should be 
subscribed via the public offerings (in e.g. Consortium e-Markets). While 
this is not an easy question to resolve, most companies have been adopting 
a portfolio approach to e-market participation, using different models for 
different business requirements. As depicted in the figure below, horizon-
tal e-Markets are best for settlement and payment (e.g. Swift.com, transac-
tional  financial exchange), Consortium e-Markets are best in hosting sup-
plier catalogs (with vertical community content), running integration 
                                                     
24  Specifically, inter-organizational collaboration is defined as a: “process in 

which organizations exchange information, alter activities, share resources and 
enhance each others capacity for mutual benefit and a common purpose by 
sharing risks, responsibilities and rewards” (From: Huxham (1996), Creating 
Collaborative Advantage, Sage Publishers, London). 
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hubs25, and supporting creation of harmonized Product and Supplier Regis-
tries (e.g. UCCnet, DUNS). Few CeMs host supply chain event and pro-
curement applications, while Supply Chain Collaboration and Product De-
velopment are easiest to deploy within a private e-Market given 
competitive/sensitivity issues.

Fig. 11.4. Creating e-Markets Functionality Portfolios - Optimizing Utility  & 
Execution 

Distinguishing between e-Market value-added services require that 
companies evaluate the three major inter-organizational issues: 

1. IT Integration – the common logic here is to avoid setup and opera-
tional cost of a private e-Market infrastructure for non-core/-strategic 
processes, which will enable the company to link to business partners 
more cost-efficiently to exchange business documents. 

2. Content & Data Management – there is a clear trend towards increas-
ing use of Punch-out Catalogs (roundtrips) rather than Local Catalogs. 
Many companies realize the difficulty of enabling and maintaining lo-
cal supplier content (e.g. Shell), while few suppliers have created ad-

                                                     
25  Integration Hubs use different data formats and protocols like EDI and XML 

(xCBL, CIDX, CPFR, RosettaNet) to map and translates protocols, standards, 
and data formats between multiple firms’ systems (current examples are Tran-
sora & Elemica). 
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vanced sales catalogs. Use CeMs to reduce costs of Supplier Activa-
tion and Content Management for non-core/-strategic content com-
pared to pure in-house deployment. Further companies should exploit 
economies of scale in information provisioning (e.g. non-sensitive 
supply chain and Industry information) for enablement of collaborative 
processes via CeMs. 

3. Hosted Business Applications – running multi-firm applications is 
cumbersome! CeMs can enable collaborative multi-firm capabilities by 
linking information and processes (i.e. supply chain visibility, notifica-
tions, and information pooling) via Web Services. 

One of the most potent development in the wake of the Private and pub-
lic e-Markets was the creation of standardized process definitions and data 
interfaces or relationships. All that enables individual companies (or com-
munities) to create a transactional hub for the facilitation of information, 
business transactions and collaborative processes. So, instead of creating 
customized links to the company’s strategic partners, the marketplace be-
comes the central conduit of most business relationships. 

Enabling Integration – From EDI to B2B XML 

On the pre-Internet era most business focused exclusively on internal op-
timization; inter-organizational, B2B relationships were handled on a one-
on-one buyer-seller basis without any benefits or synergy being derived 
from pooling any processes or transactions across the supply network. In 
this “Old World” each individual connection or link to a business partner 
needed integration (via EDI, Edifact, FAX, etc.), and customization of 
back-end systems that in turn required constant maintenance. Prohibitive 
costs related to the setup of such one-to-one (1:1) relationships, left many 
companies out of the integration loop, thus technology did not lead to any 
significant benefits.

With the emergence of e-Commence and e-Business, numerous e-
Markets sprouted, which promoted the realization of e-Supply Networks, 
characterized by a virtual number of potential trading partners coming to-
gether to share information, transact business, and collaborate. While EDI-
based interconnections have proved too costly and inflexible to be the in-
tegrating vehicle for the Digital Economy, e-Markets enhanced by new de-
velopments in process and data-standards (e.g. XML, Java) are squeezing 
transaction costs further down. Collaborative planning & execution can 
take place via B2B or B2M2B scenarios. In Point-to-Point, bilateral (1:1) 
relationships imply that focal company have to establish formalized rela-
tionships with each partner (either via EDI or Internet), where as Market-
place (B2B or B2M2B), or multilateral relationships, imply the creation of 
one, broadband interface to an e-Market (public or private), where partners 
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interact in a one-to-many or a many-to-many collaborative planning envi-
ronment.

Hence, companies are able to create more dense interactions, consisting 
of interrelationships between process activities, participating actors and 
applications. Consequently, the nature of relationships between actors in 
different companies is also altered as more intra-company processes are 
extended beyond the boundaries of the firm. Collaborative processes run-
ning via an e-Market shift the decision-making process from within the 
company to the relationship between companies, where decisions are de-
rived in a joint fashion.

11.3 Intercompany Relationships in e-Supply Networks 

Collaborative Processes use Internet connectivity and standards to enable 
real-time communication and planning functionality across multiple enter-
prises to synchronize information and product flow, in order to optimize 
resource allocation and minimize costs. It may help to reduce inventory 
across enterprises, maximize network capacity utilization, improve service 
levels, shorten planning cycles, pull rather than push products, identify 
critical supply issues, and introduce sophistication and clarity into the 
process. Collaboration with upstream and downstream partners can take 
many forms, including mass customization to joint product development, 
shared forecasts, and co-location or other managed inventory practices, yet 
it requires that the internal processes are in place (see figure below).  

As can be seen, this changes the nature of the relationship and hence the 
transaction between trading partners. Instead of buyer/seller relationships 
we have a range of relationships. Collaborative Planning may take place 
either via B2B or B2M2B collaborative scenarios.

Companies may view collaboration as a means to synchronize supply 
chain operations, particularly with regard to strategic, tactical, and opera-
tional planning activities. Collaboration may involve optimizing and inte-
grating various planning processes in the supply network, like: Sales & 
Ops-, Demand-, Capacity- Supply-, Production-, Product Lifecycle-, Cate-
gory-, Transport-, and Merchandise Planning. Many companies are cur-
rently experimenting with systems technology to speed up operational and 
financial transactions with trading partners by using EDI and more re-
cently, e-Markets. This coincides with the increasing automation of inter-
nal processes, which is necessary to conduct B2B commerce. Furthermore, 
many internal production and distribution processes like MPS, MRP, DRP 
are moving outside the boundaries of the firm (e.g. Vendor Managed In-
ventory has changed the replenishment process). The goal of these optimi-
zation and integration efforts, is to provide functionality, such as: 
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− Real time communication, including business logic, where each 
event is monitored by alerting systems for real time transactional 
data and decision support information about customers and orders. 

− Shared resource allocation, document generation, and profitability 
monitoring.

− Deliver to promise, where rates and routes are chosen accurately 

and dynamically, giving delivery time in hours & minutes. 

11.3.1 Relationships through e-Markets 

e-Market-enabled business relationships often involve the automation of 
various aspects within a buyer/seller or trading relationship. Contemporary 
implementations of inter-organizational partnerships focus on enabling 
B2B planning (especially via Consortium or Private e-Markets). Remark 
that collaborative relationships involve some sort of synchronized planning 
plan execution. While there are myriad aspects within a collaborative 
planning relationship among trading partners in a e-Supply Network, three 
broad e-Market-enabled relationship categories have been identified: a) In-
formation-Sharing, b) Integrative, and c) Collaborative.

Information-Sharing Relationships via e-Markets 

Historically, little information has been electronically shared among trad-
ing partners. The first collaborative planning relationship follows the 
automation of buyer-seller EDI-based transactions (mostly procurement or 
replenishment), and involves information sharing or data exchange. This 
involves at least one of the following arrangements: a) The partners are 
given access to an area of an e-Market that has the shared information in it, 
or b) One partner transmits shared information to the other partner. For ex-
ample, Web-based collaborative planning books allow buyers to electroni-
cally view planning information (e.g. demand forecasts). From a buyer-
side, automation has focused on electronically providing forecast needs. In 
this type of relationship, information ancillary to actual plans is shared 
only on an FYI basis.  
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Fig. 11.5. From Internal to Collaborative Process Interfaces – A Process Mosaic 
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Table 11.3. Summary of objectives and challenges facing a company in e-Supply 
Networks  

Information-Sharing Integrative or Trans-
actional

Collaborative

Information-Sharing rela-
tionships mean that partners 
are given access to an area of 
an e-Market that has the 
shared information in it, or 
one partner transmits shared 
information to the other part-
ner

Integrative relationships 
support information-sharing 
and Computer-to-Computer 
transmission of fixed struc-
ture transactional informa-
tion.

Collaborative planning rela-
tionships facilitate collaborative 
relationships, where many-to-
many information is not just 
exchanged and transmitted, but 
is jointly developed by the 
buyer and seller.  

• Most B2B transactions are 
taking place outside the 
marketplace (via email, fax 
and mail) 

• Supports synchronized, but 
independent planning and 
forecasting (one-to-many, 
many-to-many) 

• Minimum support of inte-

grated execution – such e-

Markets function as mid-

dleware and message bro-

kers  

• Information sharing rela-

tionships differ from col-

laborative relationships 

primarily in that informa-

tion is sent on an FYI ba-

sis

• Rich information exchange 
and event notification (one-
to-many, many-to-many) 

• Most transactions between 
backend systems (ERP) are 
transmitted via the market-
place

• No support of synchronized 
planning – planning is still 
completed within each 
partner 

• Supports synchronized 

execution of routine trans-

actions (i.e. Order fulfill-

ment, Replenishment) 

• These activities involve in-

formation notifying the 

buyer and seller that a 

purchase is taking place 

and that funds need to be 

exchanged

• All collaborative relationships 
involve some sort of joint 
planning and plan execution.  

• Rich information exchange 
and exceptions/alert notifica-
tion

• Most transactions between 
backend systems (ERP) are 
transmitted via the market-
place (one-to-many, many-to-
many) 

• Supports joint synchronized 
planning and synchronized 
execution of routine transac-
tions (i.e. Order fulfillment, 
Replenishment) 

• Most routing processes are 
driven by real time exception 
handling

Buyer or seller can share various types of information, either before or 
after a purchase is made. This information may involve the seller’s offer-
ings or the buyer’s future needs. Information-sharing relationships differ 
from collaborative relationships primarily in that information is sent on an 
FYI basis. The recipient is using the data as-is and is not providing feed-
back. An important exception is that this may differ in Private e-Markets 
or e-Hubs. Here a partner’s internal SCM system may publish information 
and expect feedback. Nonetheless, this information is helpful in improving 
supply chain performance. Information-sharing arrangements electroni-
cally support both supply chain planning and execution, thereby presenting 
the potential to improve overall network performance. Relative to plan-
ning, these arrangements only support independent planning done by each 
participant, rather than joint planning. Forecasts developed independently 
from trading partners, and pushed to upstream. However, sharing helps to 
ensure that trading partners’ plans are as synchronized as possible, which 
in turn effectively reduces uncertainty in their supply and demand situa-
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tion. Rather than having to predict or forecast a partner’s activities, infor-
mation sharing ensures that the parties are knowledgeable about each 
other’s activities. 

Automation of transactions is not taking place within an Information-
Sharing e-Market.  They may involve activities conducted to execute the 
buyer’s purchase of a commodity. These activities involve information no-
tifying the buyer and seller that a purchase is taking place and that funds 
need to be exchanged. Thus automation focuses on using EDI to electroni-
cally send purchase orders and invoices, and to transfer funds. The only in-
formation that can be transmitted in this type of relationship is that needed 
to execute a purchase. So, to summarize, this relationship supports syn-
chronized, but independent planning and forecasting (one-to-many, many-
to-many), provides minimum support of integrated execution, while most 
B2B transactions are taking place outside the marketplace (via email, fax 
and mail). 

Fig.11.6. e-Market types based on Collaborative Relationships 

Integrative Relationships via e-Markets 

While information-sharing relationships enable supply chain synchroniza-
tion, they do little to reduce the uncertainty faced by trading partners in de-
termining future demand, and do not grant the opportunity for the other 
partner to provide his or her own insight and knowledge of customer needs 
or other market opportunities. In addition, there is little opportunity to 
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work together on matching supply with anticipated customer demand. To 
further enhance a buyer-seller relationship some progressive companies 
are moving toward collaborative relationships, in which they are “working 
jointly with others, especially in an intellectual endeavor.” Collaborative 
efforts enable trading partners to work together to better understand future 
demand and to put plans in place to satisfy it profitably. 

An integrative e-Market facilitates collaborative relationships, where 
many-to-many information is not just exchanged and transmitted, but is 
also jointly developed by the buyer with the seller. For example, in the 
case of working collaboratively on customer requirements, trading partners 
might work together on new product designs and customer demand fore-
casts. Generally this information deals with future product plans and 
needs. Much like an information-sharing relationship, related information 
to an actual transaction is shared in a collaborative environment. Yet, ei-
ther party may alter joint plans. A trading partnership between a particular 
buyer and seller could be based on various exchange modes. That is, some 
information may be exchanged on a transactional basis, some on an infor-
mation-sharing basis, and some on a collaborative basis. These type col-
laborative planning relationships require that transactions are transmitted 
via the e-Market. That means that a shared repository exists that facilitates 
and integrates both data and transactions between people and systems. To 
summarize, this e-Market type facilitates rich information exchange and 
event notification (in one-to-many, many-to-many scenarios), it integrates 
most transactions between backend systems (ERP), and supports synchro-
nized execution of routine transactions (i.e. Order fulfillment, Replenish-
ment), and Computer-to-Computer transmission of fixed structure transac-
tional information. These activities involve information notifying the buyer 
and seller that a purchase is taking place and that funds need to be ex-
changed. However, Integrative e-Markets still do not support synchronized 
planning via the shared marketplace – final planning is still completed 
within each partner’s planning system (e.g. APS).

Collaborative Relationships via e-Markets 

The two previous types of collaborative planning relationships are nothing 
more than facilitators of communication, though probably the first to be 
implemented. Lacking well-defined business processes and industry wide 
product standards, many vertical e-Markets will provide just the basic in-
frastructure for linking companies together. How? By establishing XML-
based standards and aggregating data across participants. Rather than 
building a proprietary B2B infrastructures, participants expect these shared 
collaboration environments to: 
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1. Reduce supplier integration costs by allowing firms to integrate to 
multiple customers through a single e-Market, substantially cutting 
down on the slew of integration projects.  

2. Minimize investment expense by allowing firms to share the develop-
ment and ongoing maintenance costs, rather than creating redundant 
systems and capabilities. 

3. Optimize industry wide capacity by pulling together supply chain in-
formation from many firms, and offering a consolidated picture of in-
dustry capacity and market demand in order to optimize inter-
enterprise production. 

Thus, information-sharing and integrative collaborative e-Markets sim-
plify buyer/seller integration through a single communication & coordina-
tion venue. Nevertheless, both models require that most members still own 
and maintain elaborate internal SCM systems. Another model is slowly 
emerging that will probably in some industries overtake the other two fla-
vors. The Collaborative e-Market will play the part of industry optimizers,
by actively coordinating entire supply networks. These full-featured sites 
will monitor cross-enterprise demand and capacity to fulfill manufacturers' 
needs with optimal supplier capacity. Participants will directly own them 
through Private-, Public, or Consortium-oriented constellations, manage 
these venues and support them primarily through membership and service 
fees. Manufacturers and suppliers that connect into these hubs will pay for 
SCM system and Event-/Exception Management System services through 
an ASP-like model of subscription fees along with à la carte payments for 
additional services. That makes this model a favorite Private e-Market/ 
eHub configuration among large, dominating players (like Dell, IBM) that 
want to consolidate their relationship portfolio, but it will also be appropri-
ate among fragmented industries, where many small partners will join 
forces to create Collaborative Communities.

These complex e-Markets aggregate demand & supply, match buyers & 
sellers, consolidate capacity, monitor multi-level performance and notify 
changes real-time based on internal exception management rule-engines. 
They are able to share data between ERP systems, reserve or route ATP 
requests, and conduct N-tier mapping (multi-company BOM explosions 
and dependent requirements). Supply network optimization will take place 
via Collaborative SCM/SRM/PLM tools executing from within the e-
Market, which will then transmit rich planning information and excep-
tions/alert notification to the members.  
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Fig. 11.7. Collaborative e-Market – Enabling Joint APS Execution via hosted 
SCM applications and web services 
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Most transactions between back-end systems (ERP) will be transmitted 
via the e-Market (in both one-to-many, many-to-many modes). Collabora-
tive e-Markets support joint synchronized planning and synchronized exe-
cution of routine transactions (i.e. Order fulfillment, Sourcing, Replenish-
ment), while more advanced versions will deliver a full range of 
transactional relationships, like collaborative production scheduling, and 
collaborative product development. To summarize, these e-Markets deliver 
an extensive collaborative platform to jointly plan & execute a wide range 
of activities (i.e. Design & Engineering, Sourcing, Manufacturing, Sales, 
Distribution & Transportation). Such collaboration will ensure a) visibility 
by real-time communication in the supply network, b) performance trans-
parency, and c) responsiveness, by reducing time to detect demand, com-
mit, produce, and fulfill buyer demands. It may sound like rocket science, 
but many companies  (e.g. Wal-Mart, Cisco) are currently evolving  their 
Private e-Market to support such collaborative relationships. 

11.4 Collaborative Processes in e-Markets 

Within a e-Market that delivers/supports collaborative planning, the stan-
dard supply chain processes – plan, source, make, deliver – as defined by 
the Supply-Chain Operations Reference-model (SCOR), a standard process 
reference model26, developed and endorsed by the Supply-Chain Council27,
are transformed into their collaborative counterparts. SCOR outlines the 
key inter-linked supply chain processes and their component sub proc-

                                                     
26  A process reference model describes, characterizes and evaluates a complex 

management process. Such a model builds on the concepts of BPR, bench-
marking and process measurement, by integrating these techniques into a 
cross-functional framework. Once a complex management process has been 
“captured” in a process reference model, it can be described unambiguously, 
communicated consistently, and redesigned to achieve competitive advantage. 
In addition, given the use of standard measurements for process elements and 
activities, the process itself can be measured, managed and controlled, and it 
may be refined to meet a specific purpose. Process Reference Models accom-
modate a number of constructs by providing a balanced horizontal (cross-
process) and vertical (hierarchical) view, they are designed to be 
(re)configurable, and are most often used to represent many different configu-
rations of a similar process as an aggregate of a series of hierarchical process 
models.

27  The Supply-Chain Council (SCC) was organized in 1996 by Pittiglio Rabin 
Todd & McGrath (PRTM) and Advanced Manufacturing Research (AMR), 
and initially included 69 voluntary member companies (today over 450). 
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esses, which may assist companies in evaluating their supply chain per-
formance, identifying weak areas, and developing improvement solutions.  

Rather than the chain oriented metaphor used to depict the 4 processes, 
e-Markets do not require bilateral or point-to-point relationships, but sup-
port multilateral interfaces between its members. From a process and ap-
plications support perspective, the requirement for front facing customer 
processes to be integrated with back-end transactional processes becomes 
cross-company in scope. Companies will have to bridge or supplant infor-
mation from their internal Enterprise Resource Planning (ERP), APS, 
CRM, and legacy applications to one or many e-Markets, either initially 
via a Web browser, or eventually via system-to-system integration. The 
building blocks of such communication are a) common business docu-
ments and transactions, and b) common semantics, taxonomies and stan-
dards (both data and process).  

In the figure above we show some of the collaborative processes that 
may take place within an e-Market. As noted by the SCOR framework, the 
planning process spans all other processes, making it the fundamental link-
age of manufacturing execution, sourcing, delivery, monitoring, and con-
trol. As you can see, we have categorized most collaborative planning 
processes under these headings. Also, operational processes taking place 
either outside or through the e-Market, feed information to the collabora-
tive planning processes. Collaborative planning may then take place in ei-
ther external fashion - meaning within each company in information-
sharing and integrative e-Markets, or within the actual e-Market (in a Col-
laborative e-Market). 

The CPFR process model 

As we have seen, SCOR is an excellent model to provide the necessary 
overview and classification of collaborative arrangements. The next vexing 
question is “how” are we going to initiate and establish such collaborative 
processes. This is the realm of the CPFR model (Collaborative Planning, 
Forecasting, and Replenishment), which according to the Voluntary Inter-
industry Commerce Standards, “… is a business process model for value 
chain partners to coordinate plans in order to reduce variance between 
supply and demand” (see www.cpfr.org). CPFR is a business process 
model that companies use to optimize supply chain activities such as Ven-
dor Managed Inventory (VMI) by leveraging the Internet and EDI to radi-
cally reduce inventories and expenses while improving customer service.  
Historically, CPFR grew out of the retail consumer goods industry. We fo-
cus on this model because it is the most widespread accepted, piloted, 
studied and enabled (by SCM software). 
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Fig. 11.8. The Supply Chain Council’s Supply Chain Reference process model 
(Rel. 5.0) 
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Fig. 11.9. Collaborative Processes in Advanced e-Markets classified into the 
SCOR processes 
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CPFR provides a set of guidelines on how companies can establish 
dense, collaborative partnerships within a supply network28. From a busi-
ness process standpoint, CPFR defines how retailers and suppliers can 
synchronize their different planning functions. Retailers are focused on 
predicting customer reaction to promotions, competitors, and product cate-
gory changes, while suppliers usually concentrate on managing the level of 
inventory at distribution centers. While the retailer's objective is to keep 
products in stock in stores, the supplier's objective is to create the most ef-
ficient production and replenishment process possible. These differences 
are reflected in each party’s sales and order forecasting processes 29. The 
guiding principles developed for CPFR out of the VMI best practices are:  

− The trading partner framework and operating process definition 
focus on customers30.

                                                     
28  Today, more than 30 US companies are part of the CPFR committee, amongst 

then Wal-Mart, Kmart, Schmuck, Wegmans, SuperValue, Butt, Target on the 
retail side as well as manufacturers such as Procter& Gamble, Sara Lee, Levis, 
Nabisco, Kimberly Clark, Kodak Heineken. From the IT side partners include 
Sun, Hewlett Packard, IBM and SAP. The concept is also extending to Europe 
and currently Procter & Gamble is running pilots in 4 countries with 4 leading 
retailers.

29  Sales (Consumer Demand) Forecast Comparisons Retailers produce very de-
tailed sales forecasts, often including weekly (or even daily) store-level de-
mand per SKU. Suppliers may also gather a great deal of intelligence about 
what sold from a syndicated data source (typically IRI or Nielsen), but they 
usually create only market- or account-level forecasts. The CPFR solution ag-
gregates the more detailed sales forecasts from the retailer and compares the 
total with the supplier's number. Order Forecast (Replenishment Plan) Com-
parisons Often, retailers do not produce an order forecast at all. When retailers 
do produce an order forecast, it may include only base demand. Many handle 
promotional orders through a totally different process, tools, and personnel. 
Suppliers, therefore, don't often get an integrated view of the retailer's demand. 
A CPFR solution can improve this situation by providing a forum where re-
plenishment order forecasts and promotional orders can be brought together 
and compared in full. It can also give the retailer better visibility to how the 
supplier makes changes to their order forecasts to meet demand. 

30  One key finding that has come out of the programs is that no single business 
process fits all trading partners or all situations between trading partners. Trad-
ing partners have different competencies based on their strategies and invest-
ments. They also have different sources of information and different views of 
the market place. CPFR is structured as a set of scenarios or CPFR process al-
ternatives for trading partners to use. Depending on the scenario, the retailer or 
the manufacturer may be responsible for specific parts of the collaboration 
process. 
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− Trading partners manage the development of a single shared fore-
cast of customer demand that drives planning across the value 
chain31.

− Trading partners jointly commit to the shared forecast through risk 
sharing in the removal of supply process constraints32.

Applicability of the CPFR business model 

According to experiences gained by the case companies that have already 
implemented CPFR based collaborative processes, CPFR does not itself fit 
all B2B collaborative needs.  Products that are commodity-based, have 
many alternative sources of supply, are undifferentiated, or where price is 
the primary driver for acquisition, a many-to-many e-Market model makes 
more sense. This is because a generally public/consortium e-Market that 
focuses on transaction cost reduction works.  Buyer and seller are both mo-
tivated to reduce the cost of doing business – with any buyer or seller.  

                                                     
31  A single shared forecast is developed which is then shared across the entire 

supply chain, to ensure that both retailers, wholesalers, manufacturers and sup-
pliers work towards a common goal. Retailers and manufacturers have differ-
ent views of the marketplace. Retailers see and interact with the end consumer 
in person and infer consumer behavior using POS data. They also see a range 
of manufacturers, their product offerings, and their plans for marketing those 
products. Manufacturers see a range of retailers and their merchandising plans. 
They can also monitor consumer activity, with some delays, through syndi-
cated data. Given these different views, the trading partners can improve their 
demand planning capabilities through an interactive exchange of data and 
business intelligence without breaching confidences. The end result is a single 
shared forecast of consumer demand at the point of sale. This single shared-
demand plan can then become the foundation for all internal planning activities 
related to that product for the retailer and the manufacturer, all the way to the 
manufacturers suppliers. In other words, this single shared forecast is the basis 
for the synchronization of the extended supply chain. 

32  The value of having a single demand plan, if nothing else changes, would be to 
better co-ordinate value-chain process activities. This co-ordination would 
yield significant, but not dramatic benefits. Dramatic benefits come from using 
the demand plan to affect the significant constraints inhibiting supply-process 
performance. An example of a significant constraint would be manufacturing 
flexibility. Most manufacturers hold finished goods inventory in sufficient 
quantities to meet retail demand. Manufacturing capacity is not used because 
the retailers’ normally short order-cycle times are inconsistent with longer 
manufacturing cycle times. By extending the retailers’ order cycle and thus 
making it consistent with the manufacturing cycle, production could move to a 
"make-to-order" process for some products. 
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CPFR better fits any need where these characteristics are not apparent.  
CPFR is more applicable where customer service and buyer and seller 
agree to forgo the benefits of a short-term (i.e. price deal) for the greater 
mutual benefit of a longer-term relationship. Thus, electronically driven 
CPFR processes are most appropriate where service and product, not price 
differentiation, is the factor in the buying decision. CPFR works best 
where the focus is on long-term relationships for highly differentiated 
products with limited sources of supply (see CPFR Roadmap, 1999). 

11.4.1 Collaborative Planning in e-Markets 

In accordance with CPFR pilot results the major collaboration opportunity 
areas are in demand planning and inventory replenishment. Yet, this is 
only the beginning. Upcoming e-Markets, whether being information shar-
ing, integrative or even collaborative, will implement standardized data 
and process that will support a range of processes as depicted in the figure 
below. In the figure below we have depicted the major initiatives within 
each process domain (e.g. CPFR).  

Multilateral relationships among trading partners within an e-Market of-
ten differ depending on the companies involved. In general, collaborative 
relationships dependent upon the specific buyer and seller involved. It is 
highly unlikely that all trading partners will have the same relationships 
with the buyer or seller. There will always be favored suppliers and cus-
tomers with different collaborating capabilities. Additionally, electronic 
collaboration will differ substantially by a trading partner's role within the 
supply network, depending on whether it is a manufacturer, distributor-
wholesaler, retailer, or 3PL provider. The most important collaboration 
opportunity areas will vary along a supply network and are likely to result 
in three major, clusters of buyer-seller collaborative planning processes:  

1. Manufacturer with its suppliers (including tier supplier with its suppli-
ers)

2. Manufacturer with its customers (e.g., wholesale-distributors and re-
tailers)

3. Companies with their 3rd Party Logistics (3PL) providers 
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Fig. 11.10. Central Collaborative Processes in a Consortium or Private Retail e-
Market 

11.4.2 Manufacturer-Customer Collaborative Planning 
Processes

For finished-/brand goods manufacturers and their customers (such as 
wholesale-distributors and retailers) the major collaboration opportunities 
lie in demand planning and inventory replenishment. By collaborating and 
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synchronizing sales forecasts these supply networks attempt to jointly 
evaluate customer demand at the point of consumption, i.e. retail store 
shelves. Once established, a replenishment plan that meets the anticipated 
demand will be mutually agreed upon. Coordinating both the demand and 
replenishment plans will help ensure that customer requirements are met in 
an optimized fashion. Such collaboration requires that the partners cooper-
ate electronically to share and modify each other's demand plans and fore-
casts. Each trading partner will need to understand the other's promotional 
plans and the plan's impact on customer demand. Within this context, it 
will be important to electronically share promotional calendars that include 
anticipated marketing actions designed to stimulate customer demand pric-
ing actions, customer promotions (e.g., coupons), advertising plans, new 
product introductions, assortment plans, etc. In addition to demand fore-
casts and replenishment plans, a manufacturer and retailer may collabora-
tively manage a category of products, possibly at store level. This will re-
quire that they electronically collaborate on store layout and shelf space 
plans. In addition, POS (point-of-sales) data involving store-level demo-
graphic information must also be shared, to jointly assess the proper as-
sortment of products to be placed within each store. In the following we 
will shortly present the 3 processes of demand-, promotion- and replen-
ishment planning. 

Collaborative Demand Planning 

Collaborative Demand Forecasting coordinates demand and replenish-
ment plans to ensure that consumer requirements are met in an optimized 
fashion, by jointly developing forecasts and promotional calendars. While 
traditional planning/APS, uses historical data for statistical modeling, and 
incorporates market intelligence, collaborative forecasting uses POS data - 
store level consumer demand rather than DC replenishment, agreed con-
sensus-based forecasts and joint promotional plans to reach and optimal 
forecast and replenishment plan. Thus, relevant input from business part-
ners can be taken into account to synchronize planning across the network 
to generate optimized plans based on data from the e-Market. Collabora-
tive forecasting may be undertaken by an e-Market designed to: 

− Enable the exchange of appropriate up-to-date planning informa-
tion with partners  

− Allow easy access using the Internet to read and change data (via 
planning books) 

− Restrict user access to authorized data and activities (via a Data 
Warehouse)
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− Support consensus planning process (through shared planning 
books)

− Support exception-based management (though alert notification 
via email) 

− Generate 'one number' for forecast across the supply network. 

The most widespread collaborative process currently, Collaborative 
Demand Planning between manufacturers and their distributors/customers, 
allows both partners to streamline their work processes and ultimately 
benefit from a more accurate forecast, better market transparency, greater 
stability, reduced inventory and better communication. Buyer and seller 
develop a single forecast and update it regularly based on information 
shared over the e-Market. It is a B2B workflow, with data exchanged dy-
namically, designed to increase in-stock customer stock while cutting in-
ventory.

The basic process of the CPFR model consists of 9 steps defined by (see 
detailed view in the figure): 

Step 1 – Front-end agreement: Participating companies identify executive 
sponsors, agree to confidentiality and dispute resolution proc-
esses, develop a scorecard to track key supply chain metrics rela-
tive to success criteria, and establish any financial incentives or 
penalties.

Step 2 – Joint business plan: The project teams develop plans for promo-
tions, inventory policy changes, store openings/closings, and 
product changes for each product category.

Steps 3-5 – Sales forecast collaboration: Buyers/Retailers and suppliers 
share customer demand forecasts, and identify exceptions that oc-
cur when partners' plans do not match, or change dramatically. 
They resolve exceptions by determining causal factors, adjusting 
plans where necessary. This is achieved by comparing current 
measured values such as stock levels in each store adjusted for 
changes such as promotions against the agreed-upon exception 
criteria (in-stock level, forecast accuracy targets).  

Steps 6-8 – Order forecast collaboration: Develop a single order forecast 
that time-phases the sales forecast while meeting the business 
plans inventory and service objectives, and accommodating ca-
pacity constraints for manufacturing, shipping, and more. Identify 
and resolve exceptions to the forecast, particularly those involv-
ing the manufacturers constraints in delivering specified volumes, 
creating an interactive loop for revising orders.  

Step 9 – Order generation/delivery execution: Generate orders based on 
the constrained order forecast. The near-term orders are fixed 
while the long-term ones are used for planning. Results data 
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(POS, orders, shipments, on-hand inventory) is shared, and fore-
cast accuracy problems, overstock/understock conditions, and 
execution issues are identified and resolved. 

Collaborative Promotion Planning 

Collaborative Promotion Planning between distributors and their custom-
ers allows these supply network partners to streamline their work proc-
esses and create a more accurate plan; e.g. the distributor's promotion 
planning data created in Collaborative Forecasting is accessible to external 
partners via the e-Market, who can then decide to participate in a planned 
promotion. In Promotion Planning via an e-Market, the external partner in 
the collaborative planning process accepts or rejects a promotion offered 
by the distributor or manufacturer. By accessing the shared planning books 
or data warehouse of the e-Market, the external partner can: display a list 
of promotions, display detailed information such as periods and quantities, 
accept or deny the offer, attach a note to a promotion plan.  

The brand manager initiating the scenario shown in the figure above 
identifies an area that requires incremental promotional activity. Once the 
target and the area have been identified, the promotion is established and 
passed on to the field organization. The account manager receives notifica-
tion and is instructed to develop promotion plans for the company's ac-
counts. Having set the objectives of the promotion, initial volume lift fac-
tors, and promotion elements such as media and trade support, together 
with the allowances and funds, the account manager is able to develop the 
events. These events are then are presented to the retailer for approval and, 
if they are accepted, the two parties work together to agree on the details of 
the promotion and volume estimates. When the final promotion plan is in 
place, the account manager orders additional promotional materials, such 
as display pieces, and passes the promotion details on to the supply chain 
manager. The supply chain manager integrates the details into the plan and 
the promotion is run. To complete the cycle, both the retailer and manufac-
turer are able to evaluate the effectiveness of the promotion and use what 
they have learned for future planning. By combining promotions and de-
mand forecasting plus information regarding new product introductions, 
partners are able to streamline the demand signal and achieve substantial 
benefits.
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Fig. 11.11. CPFR – From Collaborative Demand Planning to Collaborative Re-
plenishment, Enabling Applications and Benefits 

Collaborative Replenishment 

Collaborative Replenishment takes over after completion of the aforemen-
tioned processes - collaborative forecasting and collaborative promotion 
planning. Via e-Markets partners have the opportunity of automating large 
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parts of the replenishment transactions via Internet-based Vendor Managed 
Inventory (iVMI), which utilizes XML formatting to exchange information 
between systems. VMI is a service provided by a supplier for its customers 
whereby the supplier takes on the task of requirements planning for its 
own products within the retail company. For VMI to work, the supplier not 
only must be able to track the amount of its products stocked at the cus-
tomer site, it must also take into account the customers sales forecasts.  
Making VMI possible via Internet provides small retailers with an eco-
nomical alternative to participating in supply chain planning. It also allows 
the retailer to maintain control over the data it is sending to the supplier 
and change it if necessary. To achieve their goals, participants will be able 
to access the Supply Network Planning data through Internet planning 
books residing in the e-Market. To summarize, automated replenishment 
or iVMI is a strategy aimed at enhancing the efficiency of a partnership. 
VMI is only possible if the manufacturer has information on sales fig-
ures/current stock levels -> retailer needs to transfer them. Typically, the 
result is that the manufacturer can forecast future sales and replenish re-
tailer inventory more efficiently, which also means that it is easier for him 
to plan production. 

11.4.3 Manufacturer-Supplier Collaborative Planning 
Processes

The major benefits that a manufacturer will get from collaborating with its 
suppliers include new product development and synchronized production 
scheduling. The latter can be segmented into collaborative supplier plan-
ning (for strategic & tactical decisions), collaborative procurement (for 
operational day-to-day requirements), and collaborative production execu-
tion (primarily for outsourced production, or subcontracted production). 
Collaborative product development will yield benefits by helping the 
manufacturer to develop stronger products more efficiently. There are sev-
eral major opportunity areas within collaborative product development:  

• Design Collaboration – Product/packaging designs will need to be 
electronically shared and modified--possibly using CAD files.  

• Product-Costing Information – Costing data will need to be shared 
and mutually established to help ensure that target product costs are 
achieved.

• Subcontracting Relationships – Contract terms and conditions will 
need to be jointly established and contracts electronically passed back 
and forth for modification and approval.  
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In a similar fashion, coordinating or synchronizing all tier-supplier pro-
duction schedules will help ensure that future material needs are satisfied, 
resulting in improved order fulfillment. This is often realized by electroni-
cally sharing schedules with suppliers, allowing them to provide feedback 
and make changes based on whether or not material needs can be met. This 
type of collaboration also includes visibility into the raw material, WIP, 
and FG inventories of all suppliers to help ensure synchronized realistic 
production schedules. 

Collaborative Supplier Planning

Collaborative Supplier Planning, enables suppliers to access to production 
plans as well as dependent requirements, which enables them to use con-
sumer demand customer inventory levels to fine-tune replenishment; mate-
rials requirements are shared at an early stage between manufacturers and 
suppliers so that all parties involved can adjust their supply and production 
plans; e.g., if the delivery of the dependent requirements can’t be made in 
time, an alternative date can be suggested. The goal of this process is to 
help enterprises carry out collaborative supply chain planning activities 
with their business partners. Thus, relevant input from business partners 
can be taken into account to synchronize planning across the network, in 
order to generate optimized plans based on data from the supply network. 
Enterprises can now focus on enhancing customer value by enabling true 
business collaboration among business partners in their networks. Collabo-
rative supplier planning may be conducted or executed by an e-Market de-
signed to: 

− Enable the exchange of appropriate and up-to-date required plan-
ning information with business partners  

− Restrict user access to authorized data and activities 
− Support a consensus planning process and exception-based man-

agement
− Generate 'one number' for supply chain planning across networks 

During the course of Collaborative Supply Planning the manufacturer 
and supplier exchange information on the material requirements of the 
manufacturer, and they collaborate on exceptions. This type of collabora-
tion enables both the manufacturer and supplier to create more accurate 
supply network and production plans. The plans can be updated regularly 
based on information shared over the Internet. This is a business-to-
business workflow, with data exchanged dynamically, which is designed to 
decrease inventory. The basic process consists of seven steps:  
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1. Both partners agree on the process: define the role of each partner, es-
tablish confidentiality of shared information, commit resources, and 
agree on exception handling and performance measurement. 

2. The partners create a joint business plan and establish products to be 
managed jointly including category role, strategy, and tactics. 

3. The manufacturer creates a supply/production plan, based on a single 
forecast of consumer demand. 

Fig. 11.12. Collaborative Supply Planning Process Scenario with detailed proc-
esses, Enabling Applications and Benefits 
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4. The manufacturer and supplier exchange information on the compo-
nent requirements and create a joint forecast. 

5. The supplier creates a supply/production plan based on the joint fore-
cast.

6. Both partners identify and resolve exceptions particularly those involv-
ing the supplier's constraints in delivering specified volumes, creating 
an interactive loop for revising orders. 

7. Both partners continue with succeeding planning steps.  

Collaborative Production Execution

Collaborative Production Execution ensures that future material needs are 
satisfied, resulting in improved order fulfillment. Manufacturers get visi-
bility into suppliers’ material availability, schedule and constraints. By 
calculating dynamic material availability and lead-time using constraints 
across network, suppliers and subcontractors may optimize their own pro-
duction schedules resulting in more timely deliveries and minimal delays. 

Collaborative Engineering or Product Design 

Collaborative Engineering or Product Design, improves the development 
cycle time for new products and helps develops better products more effi-
ciently. Multinational companies operating globally across multiple time 
zones characterize the current engineering marketplace. These conglomer-
ates typically outsource many of their standard operations to subcontrac-
tors. Collaborative Engineering and Design facilitates the cooperative ef-
fort essential for coordinating the engineering and project management 
tasks of dispersed groups and for involving development partners, contrac-
tors, suppliers and customers directly in the product development process. 
The result is a collaborative environment in which the company responsi-
ble collects project-relevant information, publishing it for access by busi-
ness partners who may or may not be members of an e-Market. The only 
thing that the partners need on site is a Web browser. All participants in a 
collaborative scenario receive notification of changes or new project as-
signments. The collaborative communication is carefully monitored 
throughout the process, ensuring the right people get the right information 
at the right time.

11.4.4 Manufacturer-3PL Collaborative Planning Processes 

Collaboration among companies and their 3PL providers will focus on 
joint logistics planning. 3PLs provide transportation shipper services in or-
der to make better use of their transportation equipment and warehousing 
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and distribution center facilities. This might involve collaborative planning 
to help ensure vehicles are fully loaded by the following:  

− Consolidating a shipper's inbound, inter-facility, and outbound 
shipments

− Combining the shipper's goods with those of another trading part-
ner

These activities involve a shipper electronically sharing the shipment 
plan with a carrier and comparing it to the availability of equipment, labor, 
and other transportation resources. Trading partners can support this 
through joint electronic visibility of transportation resources. Collaboration 
between a company and 3PLs providing distribution center (DC) services 
will focus on the productive use of facilities, labor, and equipment. This 
might involve electronic sharing of DC inventory replenishment plans with 
analysis to ensure that planned receipts do not overload the receiving func-
tion. Plans may also need to be shared to ensure that each DC has enough 
space to store planned inventories. In addition, 3PL providers can provide 
insight into the potential for co-sharing of space among trading partners. 
For example, around the Christmas holidays some of the manufacturer's 
DCs may be overloaded, providing an opportunity to use a 3PL facility on 
a temporary basis to correct the problem. This type of collaboration would 
be further supported by electronic visibility into the availability of DC 
space and other resources. 

Collaborative Transportation Planning 

Collaborative Transportation Planning between manufacturers and their 
carriers allows both partners to streamline their work processes and ulti-
mately benefit from reduced handling costs, greater transparency and 
greater efficiency. Members of an e-Market may share DC inventory re-
plenishment plans with logistics providers, and inform their carriers about 
their shipment plans, and the carriers can accept, reject or change shipment 
requests. Based on current developments within the APS systems sphere, 
e-Markets are enabling a more full view of the opportunities for transporta-
tion by facilitating Tendering for Bids33 and Advanced Shipping Notifica-
                                                     
33  With this function, planners can offer shipments to carriers through the e-

Market. A planner can react to the offers made by the carrier and also super-
vise the status of the tenders. The planner receives tendering statistics and can 
also judge the service quality of a service agent. The possibility to call for ten-
ders for shipments directly through the e-Market is an additional planning 
function. The interaction between the planner and the service agent may run 
completely through the system. Planners can also include carriers who are not 
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tion34. Recently the CPFR model itself has been extended to include Trans-
portation Carriers and 3PLs in a more rounded “3-way” business model.  
This allows buyer, seller and carrier to come together to exchange key in-
formation, provides visibility to status data and conformance to plan, and 
then provides processes to jointly derive the plan itself.   

This new initiative is called Collaborative Transportation Management,
or CTM. The CTM model can be executed as stand-alone or in parallel 
with CPFR. CTM progresses through the following activity steps: 

− In Step 1, the trading partners establish an agreement to collabo-
rate. This agreement defines the relationship in terms of freight 
terms (who pays for and controls the carrier relationship) which 
products will be included, the locations that will be involved, the 
types of shipments that will be included and the strategies for 
managing exceptions (this is equal to step 1 of CPFR). This also 
includes a summary of Key Performance Indicators (KPIs)  that 
will be used to measure the relationship to ensure that satisfaction 
is being achieved all-around, which may or may not align with 
CPFR.

                                                                                                                         
members of the current e-Hub in the decision-making process - the carriers 
process the data through their own systems. System access is monitored using 
user safety profiles and authorization objects that are assigned specially for the 
tender status tasks. The service agents can then call up only those shipments 
that were offered personally to them. 

34  Vendors can use inbound-delivery processing through the Internet to create 
and process shipping notifications for the customer. The system ensures that a 
vendor can only select purchase orders that belong to him/her. The user can 
create and change shipping notifications, which are reflected in the customer's 
system as inbound deliveries and contain basic data such as the delivery date 
or delivery quantity of these inbound deliveries. At the point of shipping noti-
fication entry, a list appears to the vendor that displays all purchase orders and 
scheduling agreements that are relevant to that vendor. After the delivery date 
and the unique identification number have been entered, an inbound delivery 
for the customer is generated. The customer and the vendor can also modify 
these deliveries at a later stage, and all parties can view any changes in real 
time. This process is an alternative to the previous order notification method 
through EDI and produces the same result. 
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Fig. 11.13. Collaborative Engineering, Tendering and Project Management – 
Processes, Enabling Applications and Benefits 
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Fig. 11.14. CPFR-related Collaborative Transportation Planning Processes, Ena-
bling Applications and Benefits  
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− Step 2 of CTM involves the aggregate planning phase where 
planned shipment volume is matched to equipment asset plans 
(this is integrated to step 5 of CPFR). 

− Next in Step 3, Create Order Shipment Forecast, the carrier gains 
insight to increases or decreases in planned volumes reflected in 
the order forecast - expressed in terms of shipments. The carrier 
then has the ability to review equipment requirements to handle 
the shipments forecasted. 

− Exceptions to the plan are created in Step 4 and resolved collabo-
ratively in step 5, resulting in the carrier’s commitment of equip-
ment to accept the resolved volume (this is synonymous to Step 8 
of CPFR). 

− Step 6 of CTM is the creation of order/shipment tenders based on 
the resolved order forecast. The tenders (part of step 9 of CPFR) 
are made earlier in the process, in order to facilitate the highest 
level of acceptance by the carrier. 

− Step 7 is the identification of exceptions based on latest equipment 
availability, pickup requirements and delivery requirements. Col-
laboration will eliminate unnecessary wait time and subsequent 
charges, and will improve overall efficiencies. 

− Step 8 is the acceptance of a tender. 
− Step 9 is creation of the final shipment contracts for specific 

freight orders. This signifies the results of collaborative tender ac-
ceptance and specifies the terms of the agreement, today repre-
sented as manifests and BOL’s. Steps 9 through 11 involve the 
execution of the plan and visibility of the shipment status. Buyers 
and sellers gain significant efficiencies by planning shipment ac-
ceptance and anticipating inventory moves beyond carrier deliv-
ery, such as receiving, put-away or cross docking. 

− Step 10 involves the communication of shipment attributes (such 
as weight, line items, freight classes and assessorials) and ship-
ment status.

− In Step 11, shipment status is continually updated as to progress 
and projected delivery, creating delivery exceptions and changes 
to be resolved interactively between the parties. 

− Steps 12 and 13 involve the traditional payment process. Typi-
cally, there are differences between carriers and shippers as to 
shipment attributes such as weight, freight class and assessorials. 
The information for these exceptions is provided in Step 10 and 
collaboratively resolved through messaging in steps 12 and 13. 

− Finally, the partners’ measure and report performance in Step 14 
against KPIs included in the CTM agreement from Step 1. 
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With this process we finalized our guided tour of some central collabo-
rative planning processes that may be executed between various partners 
through an e-Market. In the next section, we will present what are the tan-
gible benefits achieved by implementing collaborative planning. CPFR has 
been a major instigator of collaboration pilot projects around the world. 

11.5 Benefits of Collaboration in e-Supply Networks 

While popular literature and business press has touted the benefits of col-
laborative planning, recent pilots have shown that the actual benefits far 
exceed expectations. Manufacturers that implemented collaborative plan-
ning achieved: reduced inventory levels (18-40%), increased inventory 
turns (20-70%), reduced production cycle times (up 67% reduction), re-
duced returns (5-20%), improved forecast accuracy (7-20%), reduced 
freight cost (18-20%), and lower overall distribution costs (10-30%).  

On the other hand, downstream partners achieved: Increased sales (12-
40%), increased buyer productivity (40%), improved customer service lev-
els  (up to 22%) and in-stock availability (as much as 8%), reduced overall 
inventory levels (18-40%), and increased inventory turns (10-30%). These 
are significant results reached only for subsets of various product catego-
ries traded between partners. Another still not fully understood benefit is 
that improvement of partner communications, release enormous amounts 
of time, which partners can spend improving customer relationships and 
handling exceptions.

CPFR is fast becoming the most explored model of downstream col-
laborative planning.  In comparison with Vendor Managed Inventory or 
other initiatives that has gone before, pilot implementations of collabora-
tive processes with the CPFR methodology (in Wall-Mart, Kimberly 
Clarke, HP, P&G, Nabisco and others – see CPFR Roadmap, 2000) have 
shown significant benefits, to both buyer (retailer, manufacturer etc.) and 
seller (manufacturer, suppler etc)35.

                                                     
35  A survey by Industry Directions (April 2000), found that over two-thirds of 

those surveyed (130 Fortune-500 corporations) are actively involved in CPFR 
activities or pilot research. About one-quarter of the respondents have a CPFR 
pilot underway or plan to start a pilot within the next 6 months. 
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Table 11.4. Summary of benefits from the various CPFR pilots 

Value Lever Operational / Financial Impact Benefit to 
Buyer

Benefit to 
Seller 

Driver / Enabler 

Collaborative 
 Planning 

Clearly defined performance met-
rics

Define roles & responsibilities for each part-
ner

Agreed joint category strategies Develop joint business plans 
Collaborative 
 Forecasting 

Improved Forecast Accuracy And 
Timeliness 

Up to 20% Increase forecast accuracy via shared down-
stream/ upstream information 

Improved Supply Visibility Improve supply information 
Improved Demand Visibility Improve demand information 

Improved Exception-Handling  Enhance Communication between trading 
partners

Collaborative  
Replenishment

Reduced Lead Times Through 
“Pull” Replenishment 

50% reduc-
tion

Increase downstream demand visibility 

Higher In-Stock Availability 5-8% Reduce order cycle times, 
Improve in-stock position 

Reduced Production Cycle Times Up 67% re-
duction

Improve procurement co-ordination,  
Supply contracts for new products 

Reduced Transaction Costs 50-75% 50-75% Flexible aggregate planning 

Reduced Inventory Costs 13% Increase pipeline visibility to eliminate buffer 
inventory

Lower Overall Inventory Levels 10-30% re-
duction

18-40% re-
duction

Improve match of supply w/ demand 

Increased Inventory Turns 10-30% 20-70% Improve sell through and cycle times 
Reduction In Returns 5-20% Improve downstream demand visibility 
Decreased Obsolescence Rates 5-10% Improve downstream demand visibility 

Reduced Transportation Costs 2-10% Improve fulfilment and procurement co-
ordination

Improved Replenishment Cycles Improve manufacturing planning and effi-
ciencies 

Improved Customer Service Lev-
els 

10-30% Improve demand information 

Improved Reliability Of Supply Improve procurement co-ordination 

Increased Sales 20-70% Improve order fill rates via pipeline visibility 
& reduce lead times 

Reduced Lost Sales Improve demand information 
Improved Order Fulfilment Improve fulfilment co-ordination 

11.6 Implementing Collaborative Planning 

In order to implement Collaborative Planning, companies have to realize 
that they are part of a broader business network or ecosystem, which is per 
definition collaborative. Beyond an in-depth understanding of their core 
competences, members of such communities have to standardize their in-
formation and process infrastructures. Most companies need to overcome a 
number of barriers in order to successfully implement or participate in 
such Collaborative e-Markets: Variability36, Scalability37, Uncertainty38 and 

                                                     
36  Since there is no single business process that fits CPFR for all consumer goods 

and retail firms, there is a set of CPFR alternatives that needs to be mixed and 
matched by trading partners to fit their needs. 

37  Most early pilots have been managed with sheer labor. According to Weg-
mans’ D’Arezzo: “We achieved CPFR with Nabisco using paper and pencil 
and hard work. To do with a lot of suppliers in a lot of product categories, we 
need technology to automate it.” 
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Change Management39. Finally, collaboration requires some semantic syn-
chronization (e.g. Master data, units of measure). Business partners have to 
agree on standards to be used for routine collaborative processes - who is 
doing what, when and where, plus who is responsible?

11.6.1 Organizational Implementation Considerations 

CPFR pilots have identified a number of recurring challenges that have to 
be resolved in order to make collaboration a success. These are a) Mutual 
trust, b) Sharing of savings and risks, c) Common performance metrics, d) 
Adoption of inter-enterprise business processes, and e) Striving to reach 
critical mass ASAP.  Case companies that have already implemented the 
CPFR business model, have identified some critical cross-functional is-
sues, that need to be understood and addressed by potential partners pursu-
ing closer collaborative arrangements: 

− Building trust and collaboration among trading partners  
− Reducing channel conflict (by mapping and handling potential ex-

ceptions)
− Enhancing channel services  
− Pricing based on market conditions and value versus standard 

pricing
− Responding to customer needs and demands versus the pushing of 

products from the supply chain to customers. 
− Adopting standard business documents, terms, and processes. 

Collaborative e-Markets help companies do more work with fewer peo-
ple by automating routine communication and offloading simple services 
to customers. Collaborative processes transform organizations in that they 

                                                                                                                         
38  Many trading and consumer goods firms are naturally reluctant to share the 

plans in advance, fearing that they will somehow fall into the hands of com-
petitors. While CPFR eliminates significant uncertainties and inventories 
across the entire supply/demand chain, but a preliminary top-level agreement 
on how savings are shared is critical. According to Jim Uchneat: “Vision does 
not create success as much as writing down, such as who gets what dollars of 
savings”.

39  The real key to successful CPFR implementation is forging cultural alliances 
rather than traditional adverse relationships. Benchmarking Partners: ”A com-
pany must itself have an culture of openness, and it must have a leader at an 
upper level who makes a jump over the hurdle of “we can’t let them have that 
information.” 
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allow customers and suppliers to serve themselves40, reach new customers 
without adding staff41, and automate common business processes42.

11.6.2 Technological Implementation Considerations 

Deployment of collaboration in an e-Markets environment offers tremen-
dous benefits, as described above. At the same time, the increased level of 
aggregation that Collaborative e-Markets provide results in challenges for 
the traditional hub-and-spoke-based collaboration planning processes.  
Some of these challenges are described below: 

1. Data normalization - Exchange participants need to agree on: 
Conventions for representing time buckets. The greatest challenge of a 
Collaborative Planning in an e-Market is managing the diversity of 
time buckets used by different trading partners43.
Product codes. Capability to utilize Global Trading Item Numbers 

                                                     
40  When customers can use services provided by collaborative processes to em-

bed your product configurator or order status service inside their operations, 
they can answer questions on their own time rather than waiting for you to 
help. Customers get faster, cheaper responses, and you get to keep call center 
staff to a minimum. Moreover, such interactions allow companies to get feed-
back on what customers need ( “Organic Business” by Ted Schadle, Charles 
Rutstein, Carey E. Schwaber, Forrster Research, April 2004). 

41  Since e-Market services use standards to project a company's data down the 
wire, they can reach new customers at minimal marginal cost. ( “Organic 
Business” by Ted Schadle, Charles Rutstein, Carey E. Schwaber, Forrester Re-
search, April 2004). 

42  Firms are stuck maintaining — and training every new employee on — scads 
of standalone applications. The swivel-chair integration required to tap all 
those systems will disappear as firms like Pfizer replace redundant manual ap-
proval processes with a single approval engine. The results? Faster training, 
higher productivity, and more lights-out operations ( “Organic Business” by 
Ted Schadle, Charles Rutstein, Carey E. Schwaber, Forrester Research, April 
2004). 

43  Here there are many alternatives: A) Standardize on common weekly and 
monthly calendars on the exchange (for example, normalizing week bounda-
ries on the exchange to Sunday to Saturday). Weekly and monthly data is 
mapped from enterprise-specific calendars as it is sent or received. B) Disag-
gregate weekly and monthly data to daily buckets as it is received, using allo-
cation rules. The CPFR solution then provides enterprise-specific calendar 
views of this data on the exchange. C) Bring data onto the exchange in as-is 
form. Use allocation rules to present aggregate views, and allow exception 
messages to diverge between the buyer and the seller. 
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(GTIN) that incorporate U.P.C. codes, EAN codes, and new identifi-
ers. (See the Global Commerce Initiative guidelines)  
Location codes. Ability to support Global Location Numbers (GLN) 
instead of DUNS. 
Scorecarding criteria that will be used to rank trading partners.  

�
�
��
�
�
�
�	


�
�
��


�
�
�
��
�
�

�
��
�
�

��
	

��
��

�
�	
�



�
�
�
�
�

�
�
��
��

�
��
�
�


��
�
�

�
��

�
�
�
�
�
�
��

�
��
�
��
��
�
�
�
�
�
��
��
�
�

�
�
�
�
�

�	
�


�	


�	


��
	
�
��
��
�
��

�
��
�
��
��
�
�

�
�
��

�


��
��
��

�

�
�
��
�
�
�


�
�
��


�
�
�
��
�
�

�
�
�
�
�
�
��
��
�
�
�
�
��

�
��
�
��
��
�
��
��




	

�
��


�
�

��
��

�
�
�	


�

�
�
�
��



�
�
��
��
�
��

��
�

�	


�

�
��
�
��
��
�
��
��
�
��

�
�
�
��
��

�


�

�
��
�
��
��
�
��
�	
�	
�
�
�	
�


��
��

��
�

�	


�
�
�
�
�

	�
�

�
�
�
�
�

�
�
�	


��


��
��

�
�
�

��
�
�
�
�
��
�


�
�	


�
�


�
�
��

�
 
�
�
�
��
	

��


��
��
�

�
�


�
�
�
�
�


��

�
�
��

�
�
�
�
�

�
�
��
�
�!
�
�!

�
��

��

�
�
�
��
�
��
�
�
�
�
��
�
�


��

�
�

�


�"
�
�
�
�
��
��
�
	

�

�
�
�
�
�

�
�
�
�
��
��
	�
�
�
��
�
��

�
��
�
�
�	
�


�
��


�
�

�
�
�

�
��
�
�

��
	

��
�
�
�

�	
�


�

�
#
�
��
�
"
�
��
�	
��
�
�
��
�
�
��
�

�
�


�
�
�
�
�


�

�
�
�

�
��
�	
�
�
��


��
	�
��
�
�
�
�
�
�

�
�
�
�
�
��
�
��
�
�
�
��
�

�	
�


�

�
��
��

$
�
�
��
�	
�


�

��
��
	�
��
	"
�
�	�



 
�
�
	�
�	
�

%
�
�
�
�
�
	

�

�
��
�
��
��
�
�
�
�
��
	

�
�	
�


�

�
	�
�
�%
�	
��
��
� 
�
"
�
��

�
�
�

�
�
�
�
�

�
�
�
�
��
��
	�
�
�

�
�


��
�
�
�
�
�


�
�
��
�
	�
�
�	
�



&
�
��
�
�	

�

%
��
�
�

��

�
�
�
�
��
�
�
�


�

�
�
�
��
�
��
�	


�
�
�
�
��
	�
�
	

�
�
�
��

�
�


�
�
�
��
�
��
�"
��
�
�
�
��
��


�
�
��
��

�
�
��


�	
�
��

�
�
��
�
�
��

�
�
�
�
�

�	
�


�	


��
�
�
�
��
	�
�
��
�
��

�
�
��
�
�	
�
�
�	
�


��


�
�

�
	�

�


�	


�
�
�	
�



�
�
��


�
�
��
�
��


�
�
�


�
	�
��


��

�
��

�
�
�
�
�
��
��
�
��
�
��
	�
�
��

�
�
��
�
�
�
�	


�
�
��
��

�
�
�
�
�
��


�
�

��
�
�

�	
�


�	


��
�


�
�
��

�
��

�
�
�
��
�

�
�
�

��
�
�
�
�
��
��
�
�

��

	

��
�
�
�

�	
�


�
��
	�
��
�
�
�
��
�
�

	�
�
��
��
�
�
�
�
��
�
�
��
�
�
��

�
�
"
	�
	�
��
��
�
��
�
��
��
�
��
�

��
�
�
�


�
	�
�
��
��
�
�

��

�
��
�
��
��
�
��
�
�
�


�
�

�
��




	

�
��


�
��
�
��

�
�
��

�


�
��

�

�
�
�
�
�

�
�
��
�
�
�
��
�
�
�
	

�

	

��


��
��

�
&
�
��
��
��
�

�	
��
�

�
�
��
�	
�
��
��
��




	

�

�
��
�
��
��
�
��
��
�
��

�
�
�
��
��

�


�

�
$
�
�	
�
	�
�
�
��
�	
�	
�
�
�	
�


�

�
��
��
�

�	


�
�
�
�
�

	�
�

�
��
�
��
��
�
�
�
�
��
�
�
��
��
�

�

�
&
�
��
��
��
�

�	
��
��
��
�
�
�	
�


�
�

�
	�
�
�'
�
	
��
��
�
��
�
�

��
�
�
�
�	


�

�
��
�
��
��
�
�
�
�
��
�
�
��
�
�
��
	
�

�
��
�
��
��
�
��
��
�	
��
"
	�
	�
��
�


�
��
�
	�

�
 
�
"
�
��
��
�
�

�	
�


�	


��
	�
�

��

�
�
��
�
��
�
�
�

�
��
�
��
��
�
��
�
�
	�
��



�
(�

	

��
	
�
��
�
�
�

�
��
�
��
��
�
�
�
��
�

�	
�


�
�

�
��

�
�
�

�

�
�
	
	

�

��
�
��
�
��
�

&
�
��
�
�	


�

 
�
�
	�
�	

�

&
�


�
��

��
�	


�

%
��
�
�

��

��
�
�
�
��
�
�
�


�

%
�
�
�
�
�
	

�

�
�
�
��
�
��
�	


�
�
�
�
��
	�
�
	�
�
��
�
��

Fig. 11.15. Summary of e-Market Collaboration Benefits 
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2. Internationalization - Ability to simultaneously handle different: 
Languages, Currencies, Date formats, and Time zones. 

3. Interfaces with Global Commerce Initiative (GCI) approved processes 
for item alignment, party alignment, and purchase order. 

4. Security at the enterprise, user and exchange layer. The security 
model and management of the exchange must meet the highest secu-
rity standards because data is represented from many buyers and sell-
ers.

5. Interoperability - CPFR XML schema support to guarantee consistent 
hub-to-hub and advanced peer-to-hub-to-peer messaging. 

Companies have to bridge information from their internal Enterprise 
Resource Planning (ERP), Advanced Planning and Scheduling 
(APS/SCM), Customer Relationship Management (CRM), and legacy ap-
plications to one or many e-Markets, either initially via a Web browser, or 
eventually via system-to-system integration. Thus, the building blocks of 
such integration is a) common business documents and transactions, and b) 
common semantics, taxonomies and standards (both data and process). 
This enables multiple IT applications to work in unison to enable end-to-
end processes triggered either internally or externally. Such IT-enabled 
process orientation is a prerequisite for enabling collaboration across inter-
nal departments and external partners. 

11.7 Some Implementation Considerations 

The benefits of Collaborative Planning in e-Supply Networks may be 
clear, but there are 3 key interdependent questions that need to be ad-
dressed:

1. Who should you collaborate with? 
2. How should you go about collaboration? 
3. What are the requirements for and the implications of collaboration? 

11.7.1 Who should you collaborate with? 

Collaboration requires significant investment in time and resource for both 
partners in order to achieve significant benefits, so the selection of partners 
should be carefully considered. New technology and the introduction of e-
Markets and ASPs may have reduced some of the technical risk and cost, 
but for collaborative planning to be effective it needs the alignment of 
people, processes and resources between partners. As with any other criti-
cal business decision the cost and benefits should be carefully assessed, 
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and in this case this is for at least 2 partners. The result is that collabora-
tion should be targeted at your long term trading partners, for key prod-
ucts, where the product and service are primary buying factors. 

Fig. 11.16. End-to-end processes and application enablement (this example with 
SAP applications) 
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11.7.2 How should you go about collaboration? 

There are several possible strategies for collaboration. Historically imple-
mentation of CPFR can be seen as partnership, process or technology lead. 
Close trading partners have recognized the mutual benefits of collaborative 
planning, and have evolved the processes for this. This has had the benefit 
of building on the trust and working knowledge, which are key to success; 
however, the processes and any technical solutions may be inefficient and 
not easily transferable to other partners. Alternatively, companies have de-
signed CPFR processes into their ways of working, and rolled these out to 
their key partners, for example, motor manufacturers and their suppliers. 
However, this may be dependent on a dominant player, and be less than 
fully collaborative. Latterly Advanced Planning Systems (APS), and the 
Internet have provided the tools that have driven many CPFR implementa-
tions. The ideal strategy combines the right balance of partnership, appro-
priate process design and use of enabling technology. 

One feature of many successful CPFR implementations, and inherent in 
a partnership lead approach, is the use of pilots. This allows the evolution 
of the right process, and the understanding of the changes needed to or-
ganization, roles, and performance measures, as well as technology. 

11.7.3 What are the requirements for and implications of 
implementation?

Case companies that have already implemented the CPFR business model, 
have identified some critical cross-functional issues, that need to be under-
stood and addressed by potential partners pursuing closer collaborative ar-
rangements:

− Building trust and collaboration among trading partners  
− Reducing channel conflict (by mapping and handling potential ex-

ceptions)
− Enhancing channel services  
− Pricing based on market conditions and value, versus standard 

pricing
− Responding to customer needs and demands, versus the pushing of 

products from the supply chain to customers.
− Adopting standard business documents, terms, and processes.
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11.8 Epilogue

Enablement of complex, collaborative e-Supply networks with information 
infrastructures may lead to a highly-probable, though slow, Lamarckian 
evolutionary process, rather than a revolutionary inflexion point of current 
business practices among Industrial Organizations. Notwithstanding, the 
value of using the Internet-based IT - or any supply chain/relationship 
management tool - may not significantly improve until the company re-
invents itself to embrace internal and external transformation – not an easy 
undertaking!

e-Business is changing the Industrial Age models of customer acquisi-
tion, procurement, pricing, and customer satisfaction as well as how we 
measure the performance of a corporation. Focus on the customer is all 
consuming; customers want to buy products anytime, anywhere, cheap and 
fast, and fulfillment processes must be structured to meet these demanding 
requirements. Companies are simply recognizing that the old rules will not 
give them the continued success that they had enjoyed, but instead, new 
ways and protocols are emerging.  

What we have presented so far is the substantial structural changes that 
are underway within the area of e-Supply Networks and their catalysts, e-
Markets. The functionally driven silos present in many contemporary sup-
ply chains are being transformed, and replaced by more streamlined, elec-
tronically based processes. Internet and associated technologies such as 
XML have revolutionized inter-enterprise business processes by enabling 
seamless information exchange between business partners. High volumes 
of data can be transferred at low cost, and even minor business partners 
can exchange information in an economic manner. Interactive on-line ac-
cess to each others’ systems can be achieved easily via a conventional 
Internet browser. Thus, propelled by the accelerating permeation of infor-
mation and communication technologies into intra-organizational proc-
esses that also enable inter-organizational collaboration, companies are 
clustering into private and collaborative marketplaces to conduct their 
business. These Collaborative e-Markets are entering in between the 
buyer-seller relationship and are bound to change the rules of the competi-
tive game. In short, we believe that the development, promotion, and adop-
tion of these network and business models, will maximize the impact of e-
Business in most industries, and enable companies and customers to begin 
reaping the benefits of the new digital economy, where most activities will 
happen On Demand! 
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12 Sense and Respond Business Performance 
Management 

Steve Buckley, Markus Ettl, Grace Lin and Ko-Yang Wang 

12.1 Introduction

Today’s market and business environments are inherently complex, dy-
namic and global. Customers are becoming more informed and demand-
ing. To stay competitive, enterprises must improve their flexibility, effi-
ciency and responsiveness by transforming their business and operational 
models.

During the past 20 years, supply chain management has evolved from 
the internal efficiency improvement and cost cutting focus of the 80’s, to 
the limited information sharing of the extended supply chains and the ERP 
implementation for transaction efficiency of the 90’s. However, a major is-
sue with the ERP system is its lack of flexibility and speed to support deci-
sion making throughout the internal and extended supply chain to meet 
changing business requirements. By the mid 90’s, Advanced Planning and 
Scheduling (APS) tools, implemented with legacy and ERP systems, al-
lowed “what-if” analysis and optimization of supply chains during plan-
ning and execution cycles. In the late 90’s, the development of packaged 
applications, e-Commerce and e-Business offered Internet connectivity 
and limited capability for supply chain collaboration and near real-time in-
formation sharing and decision making. 

However, despite the implementation of the supply chain management 
tools and the Internet connectivity, enterprises still found that they often 
sub-optimize their operations. Furthermore, the ROI of supply chain man-
agement package implementations is constantly being questioned. Forres-
ter reported (based on interviews of 25 firms) that companies overspent on 
supply chain optimization packages and got diminished returns: 80% of 
the companies spent more time than expected; and, on the average, com-
panies spent 74% over budget to implement supply chain optimization 
tools (Lawrie 2003). 
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In fast changing business environments, business and technical prob-
lems can occur anytime, and at every level. Lack of information visibility 
across internal and external supply chains, insufficient customer collabora-
tion, inability to leverage knowledge and manage uncertainty, overly rigid 
business processes, and lack of infrastructure flexibility can all cause ma-
jor business disruptions and inefficiencies. Local supply chain optimiza-
tion based on incomplete information under rigid top-down planning mod-
els can not only result in sub-optimization, but can also cause adverse 
effects.  

The key to a successful adaptive organization is ensuring continued fo-
cus on responsiveness and agility.  New business models enabled by real-
time business process management are evolving. They present new oppor-
tunities that enterprises hope to embrace to enhance their competitiveness. 
At the same time, converging social and technological trends are changing 
the nature of decision-making. The Internet has caused an explosion of in-
formation availability. Pervasive computing and wireless technology have 
added to the information pile by drawing from formerly isolated sources of 
data. Improvements in network bandwidth and processor technology have 
reduced information latencies, and enabled businesses to place large num-
bers of sensors. Flexible interconnect technologies such as Web Services 
have made it easier for one network to pass information onto another net-
work. However, an abundance of information, and the ability to respond 
rapidly to events do not guarantee success. 

The successful supply chain optimization of enterprises also depends on 
their ability to streamline operations, while being able to process informa-
tion intelligently and holistically, so they can respond proactively and ef-
fectively. This includes fully understanding the needs of customers and 
business partners, and the capabilities of employees, as well as analyzing 
risks and opportunities in a changing environment. 

After the IBM Extended Supply Chain R&D group successfully helped 
IBM Personal System Group and other divisions transform their supply 
chains from Make-to-Plan to Configure-to-Order (Lin et al. 2000), the 
group started to explore more flexible and responsive models. In doing so, 
they included lessons learned from a number of supply chain transforma-
tion efforts both within IBM internal groups and their partners. Sense and 
Respond Business Performance Management was initiated in 1999 at IBM 
Research to build an open and adaptive framework, using intelligent deci-
sion making and IT technology for business optimization (Lin et al. 2002; 
Lin et al. 2004). This effort departed from the traditional extended supply 
chain models.  Traditional extended supply chain management systems are 
based on static, structured information within a rigid planning cycle, while 
Sense and Respond Business Performance Management orchestrates dy-
namic, structured and unstructured information within a continuous, adap-
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tive event-based planning process. Traditional extended supply chain man-
agement focuses on supply chain planning and execution. Sense and Re-
spond Business Performance Management not only performs supply chain 
planning, but also determines business rules and policies and orchestrates 
among the value partners to achieve better overall performance.  Tradi-
tional value chain management responds to environmental changes reac-
tively, while the Sense and Respond framework utilizes a real-time, pre-
dictive and proactive modeling capability to address potential issues. 

The rest of the chapter is organized as follows. We start with an over-
view of related work in section 12.2. The four key requirements for an en-
terprise to become more adaptive are discussed in section 12.3. In section 
12.4, we introduce two core aspects of the Sense and Respond Business 
Performance Management framework: a model-driven capability design 
and an architectural framework of loosely coupled components for adap-
tive business management. In section 12.5, we describe two pilot imple-
mentations where the Sense and Respond Business Performance Manage-
ment framework was applied. In the pilot with IBM’s Personal Computing 
Division, we describe how to use order trends to provide early warnings of 
constraints and excesses of PC components; in the second pilot with IBM’s 
Microelectronics Division, we describe how to use an end-to-end supply 
chain model to support event-driven management of inventory and cus-
tomer order fulfillment. We conclude the chapter with a summary in sec-
tion 12.6. 

12.2 Related Work 

The first reference to the term “Sense and Respond Organization” we 
found was in the book entitled “Sense and Respond: Capturing Value in 
the Network Era” (Bradley et al. 1998). This book focuses on two compo-
nents of value creation: electronically sensing customers' needs in real time 
and using the electronic connection and shared infrastructures to respond 
to those needs. 

In his 1999 book entitled, “Adaptive Enterprise: Creating and Leading 
Sense-and-Respond Organizations”, Stephan Haeckel of IBM defined the 
Sense-and-Respond business organizational change model (Haeckel 1999). 
He describes the transformation from a Make-and-Sell organization to a 
Sense-and-Respond organization and advocates a new form of strategic 
transformation based on roles and responsibilities. In his view, organiza-
tional hierarchy is replaced by a dynamically configured network of modu-
lar capabilities.  Governance is performed on the basis of context and co-
ordination by people in roles accountable for outcomes rather than by 
command and control.



290      12  Sense and Respond Business Performance Management  

AMR Research defines Supply Chain Event Management, or SCEM, as 
a class of supply-chain-management software that allows companies to re-
spond to unplanned events on an exception basis (Bittner 2000; Suleski 
and Quirk 2001). SCEM comprises integrated software functionality sup-
porting the five business processes Monitor, Notify, Simulate, Control and 
Measure.

Business Activity Monitoring, or BAM, defined in 2002 by Gartner 
Group is a class of software that provides real-time access to critical busi-
ness performance indicators to improve the speed and effectiveness of 
business operations (Correia and Schroder 2002; Lehmann 2003). It fo-
cuses on the IT aspect of the adaptive enterprise. 

Lee and Amaral (2002) describe Supply Chain Performance Manage-
ment (SCPM) as a cycle consisting of identifying supply chain problem ar-
eas, understanding root causes, responding to problems with corrective ac-
tions, and continuously validating data, processes and actions. The authors 
describe how the approach was used by two large electronics manufactur-
ers to improve the velocity of their extended supply chain. 

Sense and Respond Business Performance Management addresses the 
full spectrum of SCEM and takes it several steps further. It enhances the 
global visibility by focusing on the collaborative interactions based on the 
degree of trust on data, people, and organization. The model integrates 
supply chain planning with a dynamic sense-and-respond control model, 
utilizing an agent-based framework that supports different business and 
execution models. It allows enterprises to adaptively use the most effective 
model to address their value chain needs. It enhances the event-based 
management by marrying real time decision support with end-to-end per-
formance and risk management. Further, it helps realize operational busi-
ness designs through business process integration, automation technology 
and Web services, and helps partners to integrate their processes and opti-
mize supply chain collaboration and enables intelligent decision-making 
on events and prediction of future value chain performance. 

12.3 Sense and Respond Business Performance 
Management Roadmap 

An adaptive business senses changes in the environment and in the needs 
of customers, employees and business partners. Adaptive businesses focus 
on core competencies and support an open and integrated operating envi-
ronment to collaborate with customers and suppliers. Being adaptive 
means being able to sense changing business conditions and customers’ 
needs and respond with speed and intelligence. 
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The adaptive business approach provides promising solutions to many 
of the challenges that companies face throughout the value chains. As in 
any major business transformation, becoming an adaptive e-business re-
quires establishing a strategy and a roadmap (IBM 2003). To become 
adaptive, enterprises need the following capabilities: 

− Automation. Proactively developing a better understanding of 
transactional data representing customers’ needs while also moni-
toring environmental factors. 

− Visibility. Integrating data and applications within the enterprise as 
well as with business partners, suppliers and customers to increase 
visibility and operational efficiency. 

− Control. Creating an IT infrastructure that fully supports business 
goals and has the intelligence to help transform ways to do busi-
ness so that enterprises can react with agility to the changing envi-
ronment.

− Adaptiveness. Developing competitive advantages through adap-
tive optimization supported by dynamic tradeoff analysis and 
cross functional collaborations. 

Sense and Respond Business Performance Management addresses the 
full spectrum of all of the above concepts. It integrates value chain plan-
ning with a dynamic Sense-and-Respond control model, utilizing an agent-
based framework that supports different business and execution models. It 
allows enterprises to adaptively use the most effective model to address 
their value chain needs. Further, it helps realize operational business de-
signs through business process integration, automation technology, and 
Web Services, and helps partners to integrate their processes and optimize 
supply chain collaboration.  

12.3.1 Automation

A key requirement to an optimized execution of the extended value chain 
is the ability to collect, maintain and manage information linked to busi-
ness partners, customers and suppliers. Information such as customer pro-
files, supplier status, customer demand, product information, planning 
data, current inventory, capacity, pricing, and product and process cost 
must be accurate and timely.  Transactional data comes from business ap-
plications and is usually process-related.  Derived data may be obtained 
from data services, partners, internal sensors and post-analysis of historical 
data. Intelligent decision-making is only possible when up-to-date and ac-
curate information is available. 
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In today’s business environment, data is often stored in a variety of for-
mats using various tools and may be quite fragmented.   Data integrity 
problems come from different sources: fragmentation, incompleteness, 
data unavailability, data latency (delays in data arrival), nonstandard data 
models and lack of trust in sharing data among business partners.  Tech-
niques to ensure good data quality include data cleansing, measurements, 
information integration and analytic processing.  

The Sense and Respond Business Performance Management architec-
ture leverages J2EE-compliant application servers to acquire data, analyze 
data to detect events, and invoke actions in response to events. It enables 
monitoring of data within and outside the enterprise such as data from da-
tabases, JMS message queues, ftp repositories, and web services. Ad-
vanced analytics leverage the transactional data to predict critical events 
and invoke responses when such events occur, which ultimately enables 
the development of contingency plans before events impact the value 
chain.

12.3.2 Visibility

Visibility across the enterprise requires real-time information, rationaliza-
tion, aggregation, performance analysis capability, workflow technology 
and dashboard technology. Limited visibility can prevent organizations 
from optimizing their value chain or internal operations, and may be a di-
rect cause of excess inventory.  It can lead to bad decisions with costly re-
sults.  On the other hand, excessive information from data warehouses, 
automatic sensors, partners, portals, etc. can be overwhelming and make it 
difficult to identify the important data from the mundane data.  

Companies that can understand their data needs, proactively collect use-
ful data, analyze and manage data utilizing filtering and data aggregation 
techniques, and use data to derive intelligent information will have signifi-
cant competitive advantage. 

Dashboards and portals help to aggregate and synchronize enterprise in-
formation and enable workflow-based information display for users based 
on their roles.  They support the presentation of performance and support-
ing information in standard formats for aggregation and analysis.  Transac-
tional visibility and dashboard displays of information can be enhanced 
with well-defined business logic.  Alerts can be generated for timely deci-
sion support.  Most importantly, workflows with exception-based business 
logic and rules can identify where critical points in the supply chain proc-
esses may require immediate intervention (e.g. potentially late or missed 
shipment, supplier quantities received not equal to ordered quantities).  All 
too often when individual value chain components are measured independ-
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ently, functional performance meets or exceeds thresholds but in the ag-
gregate, the entire supply chain remains sub-optimal due to lack of visibil-
ity, synchronization and control.   

12.3.3 Control

A control is a closed-loop feedback mechanism that drives a business 
process towards performance goals. A control utilizes available data, 
business logic, and analytics to determine whether actions are required in 
response to disturbances in the business environment and recommend ac-
tions.  A significant fluctuation in demand, for example may initiate a re-
sponse that the production schedule be re-optimized and then send the ap-
propriate information to the appropriate party.  That same fluctuation may 
also send collaborative messages and even correcting transactions to trad-
ing partners, such as logistics service providers and suppliers.  An example 
might be a shipment request, or a purchase order change.   

Potential control actions can be simulated based on historical responses, 
business rules, business analytics, what-if-analysis, risk analysis or predic-
tive modeling. The effectiveness of a control depends upon the latency and 
accuracy of available data, the completeness of the data, and the sophisti-
cation of the business logic and analytics.  Because the environment is 
constantly changing, a control must allow its business logic to be updated 
dynamically without programming interruption. 

To achieve optimal business performance in a dynamically changing 
environment, enterprises need to exercise control at all levels (strategic, 
tactical and operational) to determine the best short-term and long-term 
course for their value chain.  Adaptiveness implies that the organization 
and its processes are “adaptive”, responsive and agile.  Multiple functional 
controls and cross-functional demand and supply signals are integrated at 
all levels within the organization to collaboratively optimize strategy, 
business policies and operational decisions.  

12.3.4 Adaptiveness

Adaptiveness involves the use of predictive modeling and learning based 
on historical performance coupled with real-time information.  Adaptive-
ness requires two feedback loops: 

− A robust version of the basic control loop described in the previ-
ous section 

− A loop that detects inaccuracies and weaknesses in the control 
model and adjusts the control model accordingly.  Control model 
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adjustments may be cascaded to strategy models and business 
process models. 

Adaptiveness involves creative coupling of decision-making technology 
such as analytical models, simulation, and pattern recognition, data mining 
and learning algorithms.  Visibility to relevant value chain data is critical. 
Advanced mining and forecasting techniques enable enterprises to sense 
trends for longer-term capability networks planning and events for short-
term response optimization. Analytical techniques for strategic sourcing, 
inventory management, dynamic pricing and risk management enable in-
telligent decision-making and predictions of future supply chain perform-
ance. This enables enterprises to focus on core competencies and support 
an open and integrated operating environment to collaborate with custom-
ers and suppliers. 

12.4 Sense and Respond Business Performance 
Management Framework 

Since the mid-1990’s, IBM has been developing and refining software ar-
chitectures and tools to support Sense-and-Respond business management. 
In this section we describe model-driven capability design, a core aspect of 
our Sense-and-Respond framework. We also discuss the monitoring 
framework that identifies the functional components necessary for real-
time monitoring, analysis and optimization of business operations and the 
supporting IT infrastructure. 

12.4.1 Model-Driven Architecture 

The linkage of business and IT models in a multi-level model has the po-
tential to greatly reduce the time-to-value of business transformation. This 
linkage is a significant step towards closing the business-IT gap by main-
taining alignment between business design and IT solutions. This linkage 
also has the potential to provide real-time visibility of business operations 
which would enable the continual optimization of the business, guided by 
business-level optimizations and “what-if” analyses. 

Model-driven capability design is a core aspect of the Sense and Re-
spond Business Performance Management framework. Instead of automat-
ing business processes using workflow management systems and enter-
prise application integration (EAI) techniques, the model-driven 
architecture approach is based on building solutions that have ability to re-
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spond to changing business conditions (Kumaran 2004). The modeling 
framework is shown in Figure 12.1. 

Fig. 12.1. Modeling Framework for a Sense-and-Respond Enterprise 

The modeling framework consists of four modeling layers, two layers in 
the business domain and two layers in the IT domain. An adaptive change 
at any layer requires validation and verification with higher layers as well 
as semi-automated propagation of the change to lower layers. 

− Strategy Layer. The strategy model specifies what the business 
wants to achieve. It models the business objectives in terms busi-
ness leaders understand, for example, a description of strategic 
goals and business objectives in terms of a Balanced Scorecard 
(Kaplan and Norton 1992). 

− Operation Layer. The operation model describes what a business 
is doing to achieve the strategic objectives, and how will it meas-
ure progress towards them. It captures the business operations, 
commitments and key performance indicators (KPIs). The KPIs 
are directly linked to Balanced Scorecard goals. 

− Execution Layer. The execution model describes processes and in-
formation flows that implement the operation model independent 
of a particular IT implementation. It is a platform-independent de-
scription of documents, flows and their connection to people, ap-
plications and data sources. 
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− Implementation Layer. The implementation model defines actual 
IT processes in a specific realization of the execution model. It is a 
platform-specific model of the IT infrastructure, hardware, soft-
ware, middleware and applications. Tools are used today to con-
struct portions of the implementation model directly from the exe-
cution model much as a compiler translating a high-level 
language.

The four-layer modeling approach enables the linkage of strategic busi-
ness objectives to the IT infrastructure. It increases the alignment of IT and 
business processes so that the entire enterprise can become performance-
driven.

12.4.2 Monitoring Framework  

Currently the implementation of many Sense-and-Respond systems in 
IBM is realized by the architectural framework of loosely coupled compo-
nents shown in Figure 12.2. These components communicate with each 
other through an event bus.  Each component has well-defined interfaces 
for receiving and publishing events on the event bus. A loosely-coupled 
framework gives a Sense-and-Respond designer the freedom to select from 
a variety of physical components. 

The logical components of the framework include:   

− Monitoring Context. A model that configures and drives Sense-
and-Respond activities. 

− Event Emitters. Placed at appropriate points in the business proc-
ess and responsible for sending signals and information into the 
Sense-and-Respond system.  This is done by taking a snapshot of 
key business artifacts and placing a corresponding event on the 
Event Bus to be consumed by other components in the Sense-and-
Respond system. 

− Event Bus. The central component of the architecture.  Other com-
ponents publish events on the bus and consume events placed on 
the bus.  Raw events published on the bus by Event Emitters are 
consumed by Business & IT Event Correlation Engines, which 
calculate KPIs and check for situations, which are either excep-
tions or noteworthy trends.  Situations are published on the bus 
and consumed by Business Effectiveness Agents.  Decisions made 
by Business Effectiveness Agents are published on the bus and 
communicated to users in Business Activity Workplaces. 

− Business & IT Event Correlation Engines. Receive raw events 
published by Event Emitters. Correlation Engines parse each 
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event, correlate multiple events, perform complex aggregations 
and recalculate KPI’s from the data contained in events.  KPIs are 
stored in the Business Data Store while events are stored in the 
Event Store. Correlation Engines evaluate new KPI values against 
predefined commitments (e.g. KPI thresholds) and publish situa-
tions if any commitments have been violated.  Correlation Engines 
also try to detect important trends that could lead to violated 
commitments in the future. 

Fig. 12.2. Architectural framework for Sense-and-Respond business management 
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− Business Effectiveness Agents. Receive situations published on the 
Event Bus and propose one or more actions.  Actions can fall into 
a number of categories, including notifications to key business 
managers, changes to operational parameters or business rules, re-
allocation of resources, invocation of exception processes, im-
provement of ineffective processes and improvement of ineffec-
tive strategies. 

− Business Activity Analysis and Reporting. Utilizes data in the 
Business Activity Warehouse to support trend analysis and root 
cause analysis.  Standard OLAP (On Line Analytic Processing) 
tools are provided for analysis, as well as advanced visualization 
graphics.

− Business Activity Workplaces. Receive information from the Event 
Bus and present it to business users in various formats.  Provide 
visibility to current and historical KPI values as well as trend in-
formation.  Support root cause analysis, in concert with Business 
Activity Analysis and Reporting.  When situations arise, support 
decision making in concert with Business Effectiveness Agents. 

12.5 Sense and Respond Business Performance 
Management Applications 

Over the course of the last several years, we have built Sense and Respond 
systems and consulted customers in various industries and to help manage 
high-technology value chains, transportation management logistics, retail 
and service parts logistics, steel production, and banking operations. All 
these projects share the same reference architecture and solution patterns 
and components.

In the following, we describe two pilots to illustrate how the Sense and 
Respond Business Performance Management framework was applied to 
each scenario. Analytics are the key to a successful Sense-and-Respond 
implementation, and we describe the analytical capabilities built for both 
systems.

12.5.1 Demand Conditioning for PC Manufacturing 

The demand conditioning process at IBM’s Personal Computing Division 
(PCD) began as part of an initiative to improve the on-time delivery of 
PCD products to customer orders, and to improve the ability to predict and 
respond to supply and demand imbalances. The goal of the pilot was to 
enhance supply chain visibility and proactively develop a better under-
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standing of transactional data representing customers’ needs. To support 
this process, we developed a web-based Sense and Respond system that 
identifies order events and available supply headlights across the order-to-
delivery supply chain. The system monitors supply and demand imbal-
ances for commodities, and indicates out-of-threshold situations on an en-
terprise dashboard. A key innovation in this pilot is a new algorithm that 
identifies potential gaps by using historical information and future indica-
tors to forecast ordering trends. The new algorithm has been coupled with 
improved data integration and a web-based management dashboard that 
provides a current view of key supply and demand metrics for each IBM 
PC component.

The principals of demand conditioning are threefold, involving the sup-
ply of commodities, the product offering and sales plan as shown in Fig-
ure 12.3. 

Each of these three areas provides unique capabilities to make the con-
ditioning process work.  

− Procurement supply conditioning. Focuses on working with sup-
pliers to improve flexibility in supply to react to customer demand 
that is never totally predictable.

− Offering conditioning. Focuses on identifying alternative products 
or substituting PC components that can be provided to customers 
in reaction to supply imbalances. It is supported by a proactive 
product definition phase that provides more flexibility to define 
product configurations.      

− Demand conditioning. Focuses on providing a dynamic sales plan 
in the sense that it can be changed in reaction to supply imbal-
ances. It considers pricing actions and promotions to provide in-
centives to customers to choose alternatives.  

Fig. 12.3. Principles of Demand and Supply Conditioning
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The PCD Demand Conditioning Process illustrated in Figure 12.4. pro-
vides a management system with which to apply these three principals. 
The process involves people in different organizations at locations world-
wide. The execution of the process revolves around a weekly core team 
meeting led by PCD’s Worldwide Fulfillment Organization (WWFO). The 
team consists of representatives from the PCD Brand, Operations, Pro-
curement, Finance and Product Development. This team identifies supply 
imbalances, creates a conditioning plan in partnership with the geography 
sales organizations, and manages the execution of the conditioning plan. 
As the solution is executed, the actions taken in the three principals are be-
ing tracked to ensure that the solution is being executed properly. Finally, 
metrics involving customer orders must also be tracked to make sure that 
the solution is being effective. This process was begun in August 2003, 
and since that time several supply imbalances have been successfully con-
ditioned.

Fig. 12.4. PCD Demand Conditioning Process  

The Sense and Respond system directly supports the conditioning proc-
ess by providing an earlier, proactive identification of supply imbalances 
that makes it possible to develop effective conditioning plans. The system 
receives daily order loads, shipments, supply commits and demand fore-
casts from PCD enterprise planning systems, correlates and analyzes the 
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information, alerts the appropriate business users and recommends correc-
tive actions.

Action tracking capabilities are provided which record a snapshot of the 
data at the time the alert was generated and compares it to the current over 
a pre-determined time horizon. This provides benefits in two respects:

− Providing a capability to track the performance of the actions 
which were invoked in response to a business exception. 

− Building a rich history of actions in the data warehouse over 
which intelligent mining operations can be performed to learn and 
recommend actions in the future. 

A key innovation in this pilot is a predictive analysis of orders that aims 
at developing short-term visibility (typically 4-6 weeks) into customer or-
dering behavior as an early indicator of supply imbalances.  The order 
trend analysis is utilized to compare trends to the demand forecast as a lead 
indicator of future supply imbalances. Part of the weekly review is to se-
lect technologies where this indicator shows a potential issue and review 
the forecast with the US planning team. 

Unlike long-range forecasting techniques, the order trend analysis iden-
tifies repetitive historical patterns of orders, and obtains accurate short-
term predictions of order rates through increased consideration of data 
available in order execution systems. Coupled with improved data integra-
tion and the web-based management dashboard, the order trend analysis 
enables a current view of key supply and demand metrics for each IBM PC 
component.

The order trend analysis is based on a model that utilizes historical and 
future demand-related indicators such as actual demand and customer or-
der inflow. The model estimates the effects of seasonality, order skew 
within a quarter, product life cycles, and repetitive order trends from his-
torical data. It also provides point estimates, percentiles and confidence in-
tervals for risk management. The order trend analysis combines traditional 
statistical forecasting techniques with demand-related indicators visible in 
the current time period that can serve as headlights for future demand to 
improve baseline forecasts. The order trends are operational forecasts that 
provide a more accurate picture of demand for the next 4-6 weeks which is 
the most critical time for deployment.  

The three indicators that were integrated into the analysis are: 

− Total order load. The current amount of unfilled customer orders 
with a customer requested shipment date some time in the future. 

− Order coverage. The current amount of supply-committed cus-
tomer orders with a confirmed future shipment date. 
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− Channel inventory. The current amount of inventory stocked at a 
business partner’s warehouses to fill future customer demand. 

The order trend analytics are executed on a daily basis in the Sense-and-
Respond system to produce new order trends. During the initial deploy-
ment of the Sense-and-Respond technology, the algorithm has already 
proven to be much better at predicting actual future orders.  Part of the 
weekly conditioning process is to select technologies where this indicator 
shows a potential issue, and review the forecast with the US geo planning 
team.

Figure 12.5 illustrates the linkages between the Sense-and-Respond sys-
tem and PCD data sources and supply chain applications. 

Fig. 12.5. PCD Sense-and-Respond Architecture 

The Data Extraction, Transformation, and Loading component (ETL) 
accesses transactional tables in PCD supply chain planning and execution 
systems. These contain demand forecasts, supply commits, order loads, or-
der shipments, end-user sales and business partner inventory. The load 
rules also explode the source data (provided at the fully configured system 
level) to the PC component level via a product-to-technology translation 
table which was a key requirement for the pilot. 

The Observation Manager provides the functions for correlating and 
analyzing transactional data to detect business exceptions by comparing 
supply and demand indicators over a rolling time horizon.  The business 
rules utilize cumulative differences between supply and demand which is 
the basis for detecting supply shortages or supply overages.  
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A relational Data Warehouse captures the order loads, shipments and 
planning data at a system level as well as component level. It is augmented 
by business intelligence that provides root-cause analysis by connecting an 
OLAP client to the dashboard. 

The Enterprise Workplace provides an end-to-end view of the imbal-
ances between supply and demand to enable successful conditioning. It al-
lows for customization and administration by the different role players. It 
also recommends actions based on alerts generated and provides capabili-
ties to track the actions thereby enabling business effectiveness. Figure 
12.6 shows the main screen of the Enterprise Workplace. 

Fig. 12.6. Top-Level View of the Sense and Respond Enterprise Workplace 

The top-level screen consists of four sections. The Exception Monitor-
ing Portlet displays all current alerts for potential overages and underage 
situations, for example when the order trend is significantly departing from 
the demand forecast. The Exception Tracking Portlet allows business users 
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to record conditioning actions and monitor the impact and effectiveness of 
executing recommended actions. The Forecast Monitoring Portlet shows 
the historical accuracy of the planned demand forecast and the order trend 
as measured by the mean forecast error (MFE) and the mean absolute per-
centage error (MAPE). Finally, the Technology Monitoring Portlet shows 
the latest demand and supply status of key PC components.  

Figure 12.7 shows a sample detail view of a supply shortage alert, in 
this example for a hard drive component. The order trend is displayed for 
the future thirteen weeks in the form of weekly point forecasts and their 
confidence intervals. The order trend is compared to the latest supply pro-
jection, and a cumulative difference is calculated to track the amount of the 
projected imbalance over time. 

The Sense and Respond system was successfully piloted in early 2004 
and the tool is in use by the PCD Conditioning Team. The pilot provided 
business performance benefits, enabling sales teams to adjust selling tac-
tics and supply teams to rebalance supply more quickly and effectively. A 
number of functional enhancements are currently under way. First, we are 
enhancing the order trending model to provide improved volume predic-
tions for new product introductions and end-of-life situations based on 
technology transitions maps. Second, we are developing capabilities to re-
cord the actions the conditioning team is taking to resolve supply imbal-
ances to form a knowledge base for data mining that will be used to assist 
decision making for future supply imbalances. And third, we are building 
advanced analytics that will go beyond the data and analysis associated 
with demand planning, extending into lower tier suppliers and optimizing 
inventory hubs and buffers for a more responsive supply pipeline. The ana-
lytics will facilitate the monitoring of fulfillment activities and provide 
metrics and alerts that focus attention on serviceability issues. 

12.5.2 Inventory Management in a Technology Supply Chain 

The next pilot was developed to support an automated inventory manage-
ment process at IBM’s Microelectronics Division (IMD). This pilot util-
izes Sense-and-Respond capabilities to improve internal business proc-
esses via KPIs such as inventory turns, on-time delivery, and forecast 
accuracy. The system enables monitoring of key supply chain events that 
help manage the supply chain’s performance and to achieve customer ser-
vice requirements with the minimum possible inventory. We piloted the 
tool successfully with the IMD inventory planning team at the end of 2003.  
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Fig. 12.7. Detail View of a Supply Shortage Alert 

A key ingredient of the system is the analytical model that optimizes in-
ventory positioning in the IMD semiconductor supply chain. The analytics 
complement existing planning applications by leveraging transactional 
data from enterprise business applications. Through this technology, busi-
ness managers at IMD are able to make adjustments to optimize inventory, 
based on monitored performance and to reduce the response time by using 
decision analysis support.  

IMD business managers had been looking for ways to improve opera-
tional performance and reduce expenses associated with inaccurate Origi-
nal Equipment Manufacturer (OEM) forecasts, inefficient order flow, ex-
pedited shipments and obsolete inventory. Like many other organizations, 
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IMD is faced with the challenge of responding and adjusting to supply 
chain events in a synchronized, timely, and intelligent fashion. They rec-
ognized that the key was to have a continuous process of performance 
measurements that would identify problem areas in the end-to-end supply 
chain on a timely basis.  

Within the IMD end-to-end supply chain there were two key processes 
requiring response:  

− Supply management - focusing on changes or modifications in 
work-in-process or production parameters such as yields and cycle 
times. Sense-and-Respond monitors supply versus demand and 
capacity utilization to provide key reports when demand is in 
jeopardy and help understand the impact of the tardiness. This in-
formation enables analysts to gauge anticipated supply against 
demand by demand class, immediate identification of demands in 
jeopardy, identify assets supporting this demand, and full profile 
of anticipated capacity utilization.

− Inventory management - focusing on changes in a business policy 
such as inventory days of supply which is also impacted by 
changes in manufacturing practice such a shorter cycle times. The 
inventory management process controls the manufacturing of wa-
fers, devices, and modules based on inventory reorder points. 

To improve the above management processes, we first developed an 
analytical supply chain model that optimizes target inventory levels at dif-
ferent stages of manufacturing. The model helps to identify potential 
shortages of finished goods and avoid obsolescence and delinquent cus-
tomer deliveries. This analytical capability was the key to proactive busi-
ness management. The model improved IMD’s inventory management 
process by diagnosing supply shortfalls, backlog accumulation, and inade-
quate inventory levels at strategic stocking points.  

The analytical supply chain model was then combined with Sense-and-
Respond performance management applications to enables pro-active ex-
ception detection by monitoring customer demand, inventory and ship-
ments relative to predefined objectives. When performance metrics go out-
side of acceptable limits, the applications automatically alert inventory 
planners so they can investigate the issue.  

A relational data warehouse that contains up-to-date profiles of business 
metrics for event engine processing serves as the primary data repository 
for event trails from enterprise applications and advanced planning sys-
tems. The data warehouse also contains operational manufacturing pa-
rameters such as bills of materials, lead times, process yields, demand 
forecasts, and supply commits that are used as inputs to the inventory op-
timization module. The Sense-and-Respond system retrieves transactions 
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and planning data from enterprise planning and execution systems. The 
transactional data is organized and stored in a data warehouse from which 
metrics and KPIs are calculated. 

The inventory optimization module provides business intelligence and 
analytics to improve the performance of the enterprise. It adopts existing 
business processes and cost structures, and recommends optimized opera-
tional inventory policies that drive business performance to higher levels 
of operational and financial efficiency. The recommendations allow busi-
ness process owners to see the expected impact of planning decisions, as-
sess the profit risk and rewards of proposed actions, and evaluate alterna-
tive options. The optimization model consists of a three-echelon structure 
with an additional assembly node, including wafer fabrication, wafer test, 
substrates and bond-assembly and test. The objective is to minimize inven-
tory subject to a service requirement measured as on-time delivery to cus-
tomers within an allowed lead time window. Figure 12.8 is a graphical il-
lustration of the model and the solution approach. 

Fig. 12.8. High-Level Illustration of the Analytical Inventory Model 

The model utilizes demand forecasts, manufacturing cycle times, yields, 
costs, lot sizes, inventory policies, contractual buffers, customer service 
targets, product prices, and the rates of change in prices and costs. Based 
on all these input parameters, it calculates and reports operational and fi-
nancial performance for business managers and inventory planners. The 
performance reports comprise numerous financial and operational per-
formance metrics as illustrated in Figure 12.9. These metrics are projected 
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for several weeks or months into the future. The analytical model also de-
termines optimal operational days of supply policies at strategic stocking 
locations in wafer fabrication and module assembly and testing plants. 

Fig. 12.9. Financial and Operational Metrics Reported by the Inventory Model 

The Sense and Respond Enterprise Workplace provides a dashboard 
view of the overall health of the business. The dashboard is role-based 
with distinct portal views for inventory analysts, product line managers, 
supply chain executives, and financial executives. Figure 12.10 illustrates 
the visibility screen detailing the inventory status, customer delivery per-
formance and order fulfillment related metrics. 

The Enterprise Workplace also supports what-if analyses to evaluate the 
impact of various manufacturing and demand characteristics on inventory 
turns and customer service levels. Users can view demand forecasts, 
manufacturing cycle times, yields, costs, lot sizes, inventory policies, con-
tractual buffers, customer service targets, product prices, and the rates of 
change in prices and costs. Figure 12.11 shows the what-if analysis view 
of the scenario management portlet. 
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Fig. 12.10. Visibility Portlet View for Inventory and Order Fulfillment Perform-
ance

Fig. 12.11. Portlet View for What-If Analyses 
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12.6 Summary and Future Study 

The ability to effectively manage extended value networks to respond to 
customer needs is critical in today’s rapidly changing business environ-
ments. We presented a technical framework that supports Sense-and-
Respond by enabling proactive management and control of business re-
sources.  Sense and Respond Business Performance Management is a new 
paradigm that integrates real-time decision support, risk and resource man-
agement, supply chain optimization, and business processes.  It blends 
business and IT to support value network optimization in uncertain and 
dynamic environments.

We also described two pilot engagements with IBM’s Personal Comput-
ing Division and IBM’s Microelectronics Division where Sense and Re-
spond Business Performance Management was applied. Our pilots and ex-
perience indicate that with careful planning and focused scope, enterprises 
can take advantages of this new paradigm, even with partial, incremental 
implementation on some of the capabilities discussed.   

The technologies discussed in this chapter are either available today, or 
are emerging. However, the integration of these technologies still poses 
significant challenges that need to be addressed. For example, the innova-
tive applications of Web-Services, Component-Based Modeling, and 
Rapid Integration of these technologies in the Sense and Respond frame-
work need further studies. Another critical issue is the data availability and 
reliability. Businesses are normally reluctant to share sensitive data. And 
the reliability of data, about people, organizations, customers and partners 
can affect value network decisions. Support for trust-enabled value net-
works and technologies to help assess reliability and third party services to 
filter and aggregate sensitive data can fundamentally change how value 
networks are formed, interact, share knowledge, use information, and 
make decisions (Wang and Todd 2003). 

In addition to process and technology, the transformation into an inte-
grated Sense and Respond enterprise requires a mastery of organizational 
complexity and culture. Transforming business to enable proactive Sense 
and Respond capabilities require fundamental changes in how people man-
age information, collaborate, and use the technologies.  The cultural and 
transformational aspects of Sense and Respond are critical success factors 
in implementation, yet they are often neglected by efforts seeking real-time 
responses to events. Hence, additional investigation and research about 
business ecosystems and the social aspects of participants, and their effects 
on value networks are needed.  We believe the early adopters, who can ef-
fectively manage the technologies and organizational changes needed for 
enabling the proactive Sense and Respond capabilities in an incremental 
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and transformational approach will enjoy significant competitive advan-
tages.
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